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#### Abstract

Finite field arithmetic operations over GF( $2^{m}$ ) are widely used in critical applications, such as cryptography, coding theory, error-correcting codes, and digital signal processing. Finite field inversions are the most time-consuming operations among other widely-used ones and require a large footprint as well as power/energy to be performed. To reduce such complexity, the Itoh-Tsujii algorithm (ITA) has received prominent attention in the literature; however, implementations using ITA are still vulnerable to natural very-large-scale integration defects. To overcome the challenge of detecting naturally-induced faults in such constructions, for the first time, we propose error detection schemes based on Hamming codes for architectures performing finite field inversions using the ITA algorithm over $\operatorname{GF}\left(2^{m}\right)$ with polynomial basis. Additionally, CRC-oriented error detection schemes for inversions in $\operatorname{GF}\left(2^{m}\right)$ with normal basis are also studied and new approaches to protect them are presented. In this article, general formulations are provided along with different case studies to show the feasibility of our schemes with any finite field size. Moreover, fieldprogrammable gate array (FPGA) implementations are performed on two Xilinx FPGA families, i.e., Kintex UltraScale+ and Xilinx Virtex-7 UltraScale+, to verify that the overheads added by the error detection architectures to provide reliability are suitable for deeply-constrained embedded systems.


Index Terms-Fault detection, field-programmable gate array (FPGA), finite field inversion, hamming codes.

## Acronyms and Abbreviations

CRC Cyclic redundancy check.
FLT Fermat's Little Theorem.
FPGA Field-programmable gate array.
GNB Gaussian normal basis.
ITA Itoh-Tsujii algorithm.

[^0]VLSI Very-large-scale integration.

## I. Introduction

ARITHMETIC operations over the Galois field GF $\left(2^{m}\right)$ are of special interest for many applications, such as cryptography, coding theory, error-correcting codes, and digital signal processing. The Galois field contains a finite number of elements that satisfy certain rules when performing addition, subtraction, multiplication, inversion, and division. The order of a Galois field is a prime or a power of a prime. The characteristic 2 of such fields is widely used in very-large-scale integration (VLSI) implementations due to the natural representation of the $\operatorname{GF}\left(2^{m}\right)$ symbols, which are $m$-bit vectors. Among the different finite field arithmetic operations, finite field inversion is the most time-consuming due to the large footprint required, needing thousands of gates for large field sizes. Moreover, battery-powered deeply-embedded systems such as implantable medical devices, smart fabrics, and Internet of nano-Things require low-energy realizations of these building blocks.

To reduce the complexity of finite field inversions, many approaches have been studied, see, for example, [1], [2], [3], [4], [5]. Most of these approaches decrease the complexity of finite field inversions by the use of multiplications, squarings, and additions. The Itoh-Tsujii algorithm (ITA) has been studied and implemented in different systems since ITA drastically reduces the number of multiplications needed to perform inversions over $\mathrm{GF}\left(2^{m}\right)$. In the early stages, ITA was meant for finite fields with normal basis; however, its versatility and efficacy on finite fields with polynomial basis have been proven [6], [7]. Recent works have explored ITA even further to reduce its complexity [8], [9]. Nevertheless, although ITA reduces the number of multiplications, it still requires many gates to implement the inverse of an element $A$ where $A \in \mathrm{GF}\left(2^{m}\right)$. Implementations using such large designs are sensitive and can be compromised by natural defects. Producing a resilient architecture is a difficult challenge, not only because the error coverage has to be high but also because the overhead induced by the error detection blocks has to be suitable for deeply-constrained embedded systems, where one fault could lead to erroneous results.

Providing security is crucial for many applications and there has been extensive research on creating reliable architectures [10], [11], [12], [13]. A widely used method to provide reliability
is by adding error detection schemes into the original architectures [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25], [26]. Moreover, some studies focus on error detection in architectures using $\operatorname{GF}\left(2^{m}\right)$ arithmetic operations, mostly in finite field multipliers. In [27], error detection based on 1-b parity prediction for finite field multipliers using polynomial basis over $\mathrm{GF}\left(2^{m}\right)$ is performed. One of the drawbacks of singular parity prediction is that it can only provide an error detection of up to $50 \%$, i.e., if the number of faults is even, the system would not detect the faults. Other works such as [28], [29], [30], [31] overcame such limitations by proposing error detection based on multi-bit parity prediction at the expense of larger overheads than 1-b parity prediction schemes. These highly predictable countermeasures can be circumvented by intelligent fault injection; therefore, works [32], [33], [34] explore cyclic redundancy checks (CRCs) as error detection schemes in architectures with $\mathrm{GF}\left(2^{m}\right)$ arithmetic. In this article, we not only complete work [34] by deriving and implementing CRC-oriented error detection schemes for inversions over $\mathrm{GF}\left(2^{m}\right)$ with normal basis, but we also propose for the first time error detection constructions based on Hamming codes inversions over $\mathrm{GF}\left(2^{m}\right)$ using the ITA algorithm. Hamming codes are a very well-known type of error-correcting codes and achieve the highest possible rate for codes with their block length and minimum distance of three. Our contributions to this work may be summed up as follows:

1) We propose fault detection architectures based on CRC3 and Hamming codes for finite field inversions over $\operatorname{GF}\left(2^{m}\right)$ using ITA with normal and polynomial basis, respectively. Depending on the system security requirements, larger CRCs can be utilized by following similar derivations of the ones presented in this article.
2) Formulations for the different finite fields using ITA with normal and polynomial basis are derived and validated by performing software implementations. In this work, we also provide specific examples with different $m$ values; however, these formulations and error detection schemes can be applied to any field size.
3) The overheads of the presented error detection schemes are analyzed by embedding such schemes to the original ITA implementation. This is done by utilizing Xilinx field-programmable gate array (FPGA) family Virtex-7 for device xc7vx1140tflg1930-i and FPGA family Kintex UltraScale+ for device xcku5p-sfvb784-1LV-i.
The rest of this article is organized as follows: Section II discusses the differences between normal basis, especially Gaussian normal basis (GNB), and polynomial basis. Additionally, it states the equations used to perform finite field addition, squaring, and multiplication with both normal and polynomial basis. Section III is divided into four subsections. First, the fault model in this work is discussed; next, an ITA overview and how it works with finite field inversions are presented; finally, we derive different fault detection based on CRC-3 and Hamming codes for finite field inversions over $\operatorname{GF}\left(2^{m}\right)$ using ITA with normal and polynomial basis, respectively. We apply such fault detection schemes into the original finite field inversion construction in Section IV to benchmark the different overheads. Finally, Section V concludes this article.

## II. Preliminaries

This section introduces finite fields over $\mathrm{GF}\left(2^{m}\right)$ with normal basis and finite fields over $\operatorname{GF}\left(2^{m}\right)$ with polynomial basis. The multiplication of elements with polynomial basis is relatively simple compared to normal basis. However, performing squaring with normal basis is much easier than with polynomial basis since it can be done by simply applying cyclic right shifts, which has no cost in hardware. Therefore, both polynomial basis and normal basis are used in different applications depending on the system requirements.

A finite field element $A$ over $\operatorname{GF}\left(2^{m}\right)$ with normal basis $\left\{\alpha, \alpha^{2}, \alpha^{2^{2}}, \ldots, \alpha^{2^{m-1}}\right\}$, where each $\alpha$ is a normal element of $\mathrm{GF}\left(2^{m}\right)$, can be represented as

$$
\begin{equation*}
A=\sum_{i=0}^{m-1} a_{i} \alpha^{2^{i}} a_{i} \epsilon\{0,1\} \tag{1}
\end{equation*}
$$

GNB is a type of normal basis in which $m>1$ and not divisible by 8 . According to a more thorough definition in [35], $m$ and $t$ are positive integers such that $p=m t+1$ is a prime number. A Gauss period of type $(m, t)$ over $\mathrm{GF}(2)$ is denoted as follows:

$$
\alpha=\sum_{i=0}^{t-1} \delta^{\tau^{i}}
$$

where $\delta$ is the primitive $(m t+1)$ th root of unity in $\mathrm{GF}(m t+1)$. To calculate $\tau$, which is the primitive $t$ th root of unity, the following property is applied: $\tau^{t}=1 \bmod p$. For example, the GNB with type-4 over $\mathrm{GF}\left(2^{7}\right)$ has $\tau=12$ since $12^{4}=1 \bmod 29$. Moreover, $\alpha$ is calculated as follows: $\alpha=\sum_{i=0}^{t-1} \delta^{12^{i}}=\delta+$ $\delta^{12}+\delta^{17}+\delta^{28}$.

To add finite field elements $A$ and $B$ with normal basis, we add the coefficients of each element using XOR gates, i.e., $\sum_{i=0}^{m-1}\left(a_{i}+b_{i}\right) \alpha^{2^{i}}$. The multiplication of the finite field elements $A$ and $B$ with normal basis that generates an output $C$ can be represented as

$$
\begin{align*}
C= & \left(\left(\left(a_{m-1} \alpha B^{2-(m-1)}\right)^{2}+a_{m-2} \alpha B^{2^{-(m-2)}}\right)^{2}\right. \\
& +\cdots)^{2}+a_{0} \alpha B \tag{2}
\end{align*}
$$

Readers interested in the mathematics behind this formulation can refer to [28]. Finally, as previously noted, one of the primary advantages of using normal basis is that squaring requires no extra hardware cost and is accomplished by simply performing cyclic right shifts. On normal basis, squaring an element $A$ over $\mathrm{GF}\left(2^{m}\right)$ may be represented as

$$
\begin{equation*}
A^{2^{i}}=\sum_{j=0}^{m-1} a_{<j-i>} \alpha^{2^{i}} \tag{3}
\end{equation*}
$$

On the other hand, a finite field element $A$ over $\operatorname{GF}\left(2^{m}\right)$ with polynomial basis $\left\{1, \alpha, \alpha^{2}, \ldots, \alpha^{m-1}\right\}$ can be represented as

$$
\begin{equation*}
A=\sum_{i=0}^{m-1} a_{i} \alpha^{i}, a_{i} \in\{0,1\} \tag{4}
\end{equation*}
$$

where $a_{i}$ 's are the coordinates of the input element $A$.


Fig. 1. Finite field squaring over $\mathrm{GF}\left(2^{m}\right)$ using polynomial basis.

To add finite field elements $A$ and $B$ with polynomial basis, as with normal basis, we also add the coefficients of each element using XOR gates, i.e., $\sum_{i=0}^{m-1}\left(a_{i}+b_{i}\right) \alpha^{i}$. Finite field multiplications with polynomial basis can be represented as

$$
\begin{aligned}
C & =A \cdot B \bmod f(\alpha) \\
& =\sum_{i=0}^{m-1} b_{i} \cdot\left(\left(A \alpha^{i}\right) \bmod f(\alpha)\right) \\
& =\sum_{i=0}^{m-1} b_{i} \cdot X^{(i)}
\end{aligned}
$$

where the set of $b_{i}$ 's is the $B$ coefficients, $f(\alpha)$ is the irreducible polynomial, $X^{(i)}=\alpha \cdot X^{(i-1)} \bmod f(\alpha)$, and $X^{(0)}=A$. To perform such multiplication, we use the architecture from the work by Reyhani-Masoleh and Hasan [36]. In [36], three different modules are used to perform multiplications with polynomial basis: Sum, pass-thru, and $\alpha$ modules. The sum module adds two elements in $\mathrm{GF}\left(2^{m}\right)$ and it is used to perform finite field addition; the pass-thru module multiplies a $\mathrm{GF}\left(2^{m}\right)$ element by a $\mathrm{GF}(2)$ element; and the $\alpha$ module multiplies an element of $\mathrm{GF}\left(2^{m}\right)$ by $\alpha$ such as

$$
\begin{equation*}
A(\alpha) \cdot \alpha=a_{m-1} \cdot \alpha^{m}+a_{m-2} \cdot \alpha^{m-1}+\cdots+a_{0} \cdot \alpha \tag{5}
\end{equation*}
$$

where $\quad \alpha^{m} \equiv f_{m-1} \cdot \alpha^{m-1}+f_{m-2} \cdot \alpha^{m-2}+\cdots+f_{0} \bmod$ $f(\alpha)$, reducing the result modulo $f(\alpha)$. Finally, to perform finite field squaring with polynomial basis, we use the sum module previously mentioned and the $\alpha^{2}$ module, which multiplies an element of $\operatorname{GF}\left(2^{m}\right)$ by $\alpha^{2}$ such as

$$
\begin{equation*}
A(\alpha) \cdot \alpha^{2}=a_{m-1} \cdot \alpha^{m+1}+a_{m-2} \cdot \alpha^{m}+\cdots+a_{0} \cdot \alpha^{2} \tag{6}
\end{equation*}
$$

where $\alpha^{m+1} \equiv f_{m-1} \cdot \alpha^{m}+f_{m-2} \cdot \alpha^{m-1}+\cdots+f_{0} \cdot \alpha \bmod$ $f(\alpha) \quad$ and $\quad \alpha^{m} \equiv f_{m-1} \cdot \alpha^{m-1}+f_{m-2} \cdot \alpha^{m-2}+\cdots+$ $f_{0} \bmod f(\alpha)$. In Fig. 1, the entire finite field squaring over $\mathrm{GF}\left(2^{m}\right)$ using polynomial basis is shown.

## III. Proposed Fault Detection Architectures

This section is divided into four different subsections. First, the fault model used through our work for the finite field inversions using ITA is described; we then describe ITA and the benefits of using it; next, both similarities and differences between CRC and Hamming codes are analyzed; fault detection architectures based on CRC for finite field inversions over $\operatorname{GF}\left(2^{m}\right)$ using ITA with normal basis are derived after; and finally, fault detection architectures based on Hamming codes for finite field
inversions over $\mathrm{GF}\left(2^{m}\right)$ using ITA with polynomial basis are proposed. In this article, we work with two different fields, i.e., $\operatorname{GF}\left(2^{7}\right)$ with normal basis using CRC and $\mathrm{GF}\left(2^{64}\right)$ with polynomial basis using Hamming codes. Since the NIST field $\mathrm{GF}\left(2^{163}\right)$ is used in [34], we wanted to explore different fields to show the flexibility and suitability of our schemes for different types of finite fields. Additionally, small fields are not only good for the sake of brevity of the article, but they also are used in many applications and even in postquantum cryptographic algorithms, e.g., McEliece cryptosystem and Luov cryptosystem.

## A. Fault Model

Fault detection is especially important for remote systems where error-free key production is critical for overall system dependability. There are many fault models based on the sort of fault, e.g., the number of bits impacted, where the faults are located, and the fault duration. As a result, special countermeasures are required to safeguard the finite field inversions against such defects.

We present several error detection techniques based on CRC-3 and Hamming codes in this article. These techniques attempt to detect transient and permanent faults on the finite field inversion constructions caused by natural faults in VLSI architectures. These natural defects may be produced in more than one bit. Therefore, to obtain a high error coverage and detect multiple bit faults, we propose error detection schemes based on CRC-3 and Hamming codes, which unlike parity error detection schemes can detect even number of stuck-at faults (stuck-at 0 and stuck-at 1) in addition to single faults. In this article, it is assumed that the comparators are hardened, i.e., the comparators are fault free and not compromised, and that the inputs are not compromised prior to the execution of the finite field inversion unit. Additionally, we assume that both predicted and actual signature blocks are not compromised simultaneously. These assumptions can be made possible using triple-modular redundancy for specific parts of the architecture prone to faults (a compromise between overhead and error coverage). Moreover, physical hardening can be achieved using 1) insulating substrates instead of the usual semiconductor wafers, 2) shielding, and 3) cells with more transistors per cell than usual.

## B. Itoh-Tsujii Algorithm

Inversions over $\mathrm{GF}\left(2^{m}\right)$ are one of the most complex and time-consuming arithmetic operations with finite fields. The inverse of a finite field element $A$ can be represented as $A^{-1} \epsilon \mathrm{GF}\left(2^{m}\right)$ where $A \cdot A^{-1}=1$. Due to the complexity of such operations, many different approaches have been studied over time. One of the most famous approaches is Fermat's Little Theorem or FLT. With FLT, finite field inversions can be performed using $m-2$ multiplications over $\mathrm{GF}\left(2^{m}\right)$ and $m-1$ squarings over $\mathrm{GF}\left(2^{m}\right)$ by following this formula:

$$
\begin{equation*}
A^{2^{m}-2} \equiv A^{-1} \bmod f(\alpha) \tag{7}
\end{equation*}
$$

This was a good improvement in the complexity of finite field inversions; however, it could lead to low performance in deeplyembedded systems, especially when $m$ is large, e.g., $\mathrm{GF}\left(2^{163}\right)$.

```
Algorithm 1: Multiplicative Inversion Addition-Chain ITA.
    Input: \(A \in \mathrm{GF}\left(2^{m}\right)\)
    Output: \(A^{-1} \epsilon \mathrm{GF}\left(2^{m}\right)\)
        \(\zeta_{0}=A(\alpha)\)
        for \(i \leftarrow 1\) to \(t\) do
            \(\zeta_{i}=\left[\zeta_{i_{1}}\right]^{2^{c_{i}}} \cdot \zeta_{i_{2}}(\bmod f(\alpha))\)
        end for
        return \(\left(\left(\zeta_{t}\right)^{2}(\bmod f(\alpha))\right.\)
```

ITA was then introduced to reduce the amount of finite field multiplications to $\log _{2}(m-1)+H_{2}(m-1)-1$, where $H_{2}(m-1)$ is the Hamming weight. This is done by assigning $2^{0}+2^{1}+2^{2}+\cdots+2^{m-2}$ to $1+2^{n}+2^{2 n}+\cdots+2^{(k-2) n}$ and decomposing it as follows:

$$
\begin{align*}
& 1+2^{n}+2^{2 n}+\cdots+2^{(k-2) n} \\
& \quad=\left\{\begin{array}{l}
\left(1+2^{n}\right) \times\left(1+2^{2 n}\right. \\
\left.+2^{4 n}+\cdots+2^{(k-3) n}\right), \\
\\
1+2^{n} \times\left(1+2^{n}\right) \\
\times\left(1 \times 2^{2 n}+2^{4 n}+\cdots\right. \\
\left.+2^{(k-4) n}\right),
\end{array} \quad \text { if } k-1 \equiv 0 \bmod 2\right.  \tag{8}\\
& \hline \bmod 2
\end{align*}
$$

Other techniques employ addition chains effectively to accomplish ITA. In [37], the finite field inverse of an element $A$ is expressed as $A^{-1}=\left[\zeta_{m-1}(A)\right]^{2}$, where $\zeta_{k}(A)=A^{2^{k}-1}$ and $k \in \mathbb{N}$. To generate the addition chain $U=\left\{u_{1}, u_{2}, \ldots, u_{t}\right\}$, we first assign $u_{0}=0$ and $u_{t}=m-1$. Next, if $u_{i}$ is even, $u_{t-1}=u_{t} / 2$, and if $u_{t}$ is odd, $u_{t-1}=u_{t}-1$. In Algorithm 1, the computational steps to perform the Multiplicative Inversion Addition-Chain ITA of a finite field element $A$ in $\operatorname{GF}\left(2^{m}\right)$ are provided. Addition chains can be generalized into many directions, and numerous ideas can be found in the literature [38], [39], [40].

In this work, we use both ITA approaches, i.e., ITA without addition chains and ITA utilizing additions chains, in the next two sections, respectively.

## C. CRC Versus Hamming Codes

As mentioned previously, error detection techniques based on CRC and Hamming codes are derived in this work. Both CRC and Hamming codes are binary linear codes with error detection capabilities. The latter is also used for error correction; however, CRC can only be used for error detection. CRC is widely used to detect transmission errors in a frame or block of data while Hamming codes are used to detect and correct bit errors that can occur when computer data are moved or stored. Furthermore, another notable difference is that Hamming codes, depending on the Hamming code employed, only work on data of a specific size, but the CRC is a convolutional code that works on data of any size. In Table I, a summary of other works on fault detection and their limitations is shown.

```
Algorithm 2: Finite field multiplication over \(\mathrm{GF}\left(2^{m}\right)\) with
normal basis.
    Input: \(A \in \mathrm{GF}\left(2^{m}\right), B \in \mathrm{GF}\left(2^{m}\right)\)
    Output: \(C \epsilon \mathrm{GF}\left(2^{m}\right)\)
        \(C_{0} \leftarrow 0\)
        for \(j \leftarrow 1\) to \(m\) do
            \(C_{j}=C_{j-1}^{2}+a_{m-j} \alpha B^{2^{-(m-j)}}\)
        end for
        \(C=C_{m}\)
        return \(C\)
```

The goal of this article is not to choose one scheme over the other since both have their own advantages but to propose for the first time error detection constructions based on Hamming codes inversions over $\operatorname{GF}\left(2^{m}\right)$ using the ITA algorithm.

For the sake of comparison in terms of area (occupied slices), delay ( ns ), and power ( mW ) with the clock frequency of 50 MHz between CRC-3 and Hamming codes, we have added them to the original architectures of a finite field multiplier using elements in $\operatorname{GF}\left(2^{4}\right)$ using polynomial basis and implemented them on Xilinx FPGA family Artix-7 device xc7a12tcpg238-3, Kintex-7 device xc7k70tfbg484-3, and Spartan-7 device xc7s6cpga196-2 using the Vivado tool. As we can see in Table II, the area obtained by Hamming codes is lower than that obtained with CRC-3, but the delay is higher. Therefore, one could choose one or the other based on the system requirements. In Section IV, more in-depth implementations are carried out along with an analysis on the error detection capabilities of each.

## D. Fault Detection Based on CRC-3 of Finite Field Inversions Over GF $\left(2^{m}\right)$ With Normal Basis Using ITA

In this article, CRC provides two sets of equations, which we can call predicted signatures and actual signatures (do not mistake this kind of signatures with digital signatures). Predicted signatures are mathematically calculated before the operation takes place. These signatures are then compared via XOR gates with the actual signatures, which is the actual output divided into smaller parts (the smaller they are, the larger the CRC is, e.g., CRC-3 divides the signatures into three parts). To implement CRC, a generator polynomial $g(\alpha)$ is needed. In this subsection, we work with the field $\mathrm{GF}\left(2^{7}\right)$ using CRC-3 and the original ITA, since addition chains do not reduce the number of multiplications for the case of $\operatorname{GF}\left(2^{7}\right)$. Different CRC schemes and field sizes can be easily adopted by following the derivations of this work.

Following (8), the field $\mathrm{GF}\left(2^{7}\right)$ has the following decomposition using ITA:

$$
\begin{aligned}
& 1+2+2^{2}+\cdots+2^{5} \\
& =(1+2) \times\left(1+2^{2} \times\left(1+2^{2}\right)\right)
\end{aligned}
$$

Finite field squarings with normal basis are done by just cyclic right shifting while finite field multiplications with normal basis are more complex as seen in (2). We use Algorithm 2 to compute (2).

TABLE I
Summary of Other Works on Fault Detection and Their Characteristics/Limitations
$\left.\begin{array}{|c|c|c|}\hline \text { Work } & \text { Fault Detection Scheme } & \text { Characteristics/Limitations } \\ \hline \hline \begin{array}{c}{[21],[27],[28],[29],} \\ {[30],[31],[36]}\end{array} & \text { Singular parity } & \text { Singular parity only offers up to a 50\% error coverage, i.e., if the number of faults is even, } \\ \text { the system would not detect the faults. }\end{array}\right]$

TABLE II
Illustrative Example With FPGA Implementation Results for Finite Field Multipliers Using CRC-3 and Hamming Codes for Elements in $\mathrm{GF}\left(2^{4}\right)$ With Polynomial Basis

| Architecture | Area <br> (occupied slices) | Delay (ns) | Power (mW) <br> @50 MHz | Xilinx FPGA <br> Family \& Device |
| :---: | :---: | :---: | :---: | :---: |
| CRC-3 | 8 | 1.777 | 0.061 | Artix-7 <br> xc7a12tcpg238-3 |
| Hamming Codes | 7 | 2.258 | 0.061 | Kch |
| CRC-3 | 8 | 1.153 | 0.083 | Kintex-7 <br> xc7k70tfbg484-3 |
| Hamming Codes | 7 | 1.300 | 0.083 | Spartan-7 <br> CRC-3$\quad 8$ |
| 2.032 | 0.020 | xc7s6cpga196-2 |  |  |
| Hamming Codes | 7 | 2.067 | 0.020 |  |

TABLE III
$F$ Values of Type-4 GNB IN GF( $2^{7}$ )

| n | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{~F}(\mathrm{n})$ | 0 | 1 | 5 | 2 | 1 | 6 | 5 | 3 | 3 | 2 |
| n | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
| $\mathrm{~F}(\mathrm{n})$ | 4 | 0 | 4 | 6 | 6 | 4 | 0 | 4 | 2 | 3 |
| n | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | - | - |
| $\mathrm{F}(\mathrm{n})$ | 3 | 5 | 6 | 1 | 2 | 5 | 1 | 0 | - | - |

The $\alpha B$ multiplier, which multiplies $\alpha$ with the finite field element $B$, performs the most complex step in Algorithm 2, and it is where the fault error detection schemes are incorporated. To calculate $\alpha B, \alpha=\delta+\delta^{2^{m}}+\cdots+\delta^{2^{m(t-1)}}$ produces the normal basis and $B=b_{F(0)}+b_{F(1)} \delta+\cdots+b_{F(p-1)} \delta^{p-1}$, where $F\left(2^{i} 2^{m j} \bmod p\right)=i, 0 \leq i \leq m-1,0 \leq j \leq t-1$. In Table III, the $F$ values of type- 4 GNB in $\operatorname{GF}\left(2^{7}\right)$ can be seen.

Furthermore, $\alpha B$ in GNB form is calculated as

$$
\begin{equation*}
\alpha B=B^{(1)}+B^{\left(2^{m} \bmod p\right)}+\cdots+B^{\left(2^{m(t-1)} \bmod p\right)} \tag{9}
\end{equation*}
$$

where

$$
B^{(i)}=\sum_{j=0}^{p-1} b_{F(j-i)} \delta^{j}
$$

The normal basis form of (9) is represented as

$$
\alpha B=\sum_{i=0}^{m-1} \bar{b}_{i} \alpha^{2^{i}}
$$

where $\overline{b_{i}}=\sum_{i=0}^{t-1} b_{F\left(2^{i}-2^{m j}\right)}+b_{F(0)}$. If $t$ is even, $b_{F(0)}$ is omitted [28].

For the case study of $\operatorname{GF}\left(2^{7}\right), B=\left(b_{0}, b_{1}, \ldots, b_{6}\right)$ and $\alpha=$ $\delta+\delta^{12}+\delta^{17}+\delta^{28}$. The redundant basis of $B$ is then represented as

$$
\begin{aligned}
B= & b_{0} \delta+b_{1} \delta^{2}+b_{5} \delta^{3}+b_{2} \delta^{4}+b_{1} \delta^{5}+b_{6} \delta^{6} \\
& +b_{5} \delta^{7}+b_{3} \delta^{8}+b_{3} \delta^{9}+b_{2} \delta^{10}+b_{4} \delta^{11}+b_{0} \delta^{12}
\end{aligned}
$$

$$
\begin{align*}
& +b_{4} \delta \gamma^{13}+b_{6} \delta^{14}+b_{6} \delta^{15}+b_{4} \delta^{16}+b_{0} \delta^{17}+b_{4} \delta^{18} \\
& +b_{2} \delta^{19}+b_{3} \delta^{20}+b_{3} \delta^{21}+b_{5} \delta^{22}+b_{6} \delta^{23}+b_{1} \delta^{24} \\
& +b_{2} \delta^{25}+b_{5} \delta^{26}+b_{1} \delta^{27}+b_{0} \delta^{28} \tag{10}
\end{align*}
$$

Next, (9) and (10) are used to obtain $\alpha B=\left(\delta+\delta^{12}+\delta^{17}+\right.$ $\left.\delta^{28}\right) B$, or $\alpha B=B^{(1)}+B^{(12)}+B^{(17)}+B^{(28)}$, where

$$
\begin{aligned}
B^{(1)}= & b_{0}+b_{0} \delta^{2}+b_{1} \delta^{3}+b_{5} \delta^{4}+b_{2} \delta^{5}+b_{1} \delta^{6} \\
& +b_{6} \delta^{7}+b_{5} \delta^{8}+b_{3} \delta^{9}+b_{3} \delta^{10}+b_{2} \delta^{11}+b_{4} \delta^{12} \\
& +b_{0} \delta^{13}+b_{4} \delta^{14}+b_{6} \delta^{15}+b_{6} \delta^{16}+b_{4} \delta^{17}+b_{0} \delta^{18} \\
& +b_{4} \delta^{19}+b_{2} \delta^{20}+b_{3} \delta^{21}+b_{3} \delta^{22}+b_{5} \delta^{23}+b_{6} \delta^{24} \\
& +b_{1} \delta^{25}+b_{2} \delta^{26}+b_{5} \delta^{27}+b_{1} \delta^{28} .
\end{aligned}
$$

$$
B^{(12)}=b_{0}+b_{4} \delta+b_{2} \delta^{2}+b_{3} \delta^{3}+b_{3} \delta^{4}+b_{5} \delta^{5}
$$

$$
+b_{6} \delta^{6}+b_{1} \delta^{7}+b_{2} \delta^{8}+b_{5} \delta^{9}+b_{1} \delta^{10}+b_{0} \delta^{11}
$$

$$
+b_{0} \delta^{13}+b_{1} \delta^{14}+b_{5} \delta^{15}+b_{2} \delta^{16}+b_{1} \delta^{17}+b_{6} \delta^{18}
$$

$$
+b_{5} \delta^{19}+b_{3} \delta^{20}+b_{3} \delta^{21}+b_{2} \delta^{22}+b_{4} \delta^{23}+b_{0} \delta^{24}
$$

$$
+b_{4} \delta^{25}+b_{6} \delta^{26}+b_{6} \delta^{27}+b_{4} \delta^{28}
$$

$$
B^{(17)}=b_{0}+b_{4} \delta+b_{6} \delta^{2}+b_{6} \delta^{3}+b_{4} \delta^{4}+b_{0} \delta^{5}
$$

$$
+b_{4} \delta^{6}+b_{2} \delta^{7}+b_{3} \delta^{8}+b_{3} \delta^{9}+b_{5} \delta^{10}+b_{6} \delta^{11}
$$

$$
+b_{1} \delta^{12}+b_{2} \delta^{13}+b_{5} \delta^{14}+b_{1} \delta^{15}+b_{0} \delta^{16}
$$

$$
+b_{0} \delta^{18}+b_{1} \delta^{19}+b_{5} \delta^{20}+b_{2} \delta^{21}+b_{1} \delta^{22}+b_{6} \delta^{23}
$$

$$
+b_{5} \delta^{24}+b_{3} \delta^{25}+b_{3} \delta^{26}+b_{2} \delta^{27}+b_{4} \delta^{28}
$$

$$
B^{(28)}=b_{0}+b_{1} \delta^{1}+b_{5} \delta^{2}+b_{2} \delta^{3}+b_{1} \delta^{4}+b_{6} \delta^{5}
$$

TABLE IV
$\alpha B^{2^{-I}}$ Predicted Signatures Using CRC-3

| Step | Predicted signatures |
| :---: | :---: |
| $\alpha B^{2^{-6}}$ | $\left(b_{3}+b_{6}\right)+\left(b_{1}+b_{2}+b_{3}+b_{5}+\right.$ <br> $\left.b_{6}\right) \alpha+\left(b_{1}+b_{3}+b_{4}\right) \alpha^{2}$ |
| $\alpha B^{2^{-5}}$ | $\left(b_{1}+b_{2}+b_{4}+b_{5}\right)+\left(b_{1}+b_{3}+\right.$ <br> $\left.b_{5}+b_{6}\right) \alpha+\alpha^{2}$ |
| $\alpha B^{2^{-4}}$ | $\left(b_{0}+b_{1}+b_{2}+b_{5}+b_{6}\right)+\left(b_{1}+b_{2}+\right.$ <br> $\left.b_{3}+b_{5}+b_{6}\right) \alpha+\left(b_{1}+b_{4}+b_{6}\right) \alpha^{2}$ |
| $\alpha B^{2^{-3}}$ | $\left(b_{1}+b_{3}\right)+\left(b_{0}+b_{1}+b_{3}+b_{6}\right) \alpha+$ <br> $\left(b_{3}+b_{5}\right) \alpha^{2}$ |
| $\alpha B^{2^{-2}}$ | $\left(b_{1}+b_{6}\right)+\left(b_{1}+b_{2}+b_{4}+b_{6}\right) \alpha+$ <br> $\left(b_{0}+b_{1}+b_{2}+b_{3}+b_{4}+b_{5}\right) \alpha^{2}$ |
| $\alpha B^{2^{-1}}$ | $\left(b_{1}+b_{2}+b_{5}\right)+\left(b_{0}+b_{6}\right) \alpha+$ <br> $\left(b_{1}+b_{4}+b_{6}\right) \alpha^{2}$ |
| $\alpha B^{2^{0}}$ | $\left(b_{3}+b_{4}+b_{6}\right)+\left(b_{0}+b_{3}\right) \alpha+$ <br> $\left(b_{3}+b_{4}+b_{6}+b_{2}\right) \alpha^{2}$. |

$$
\begin{aligned}
& +b_{5} \delta^{6}+b_{3} \delta^{7}+b_{3} \delta^{8}+b_{2} \delta^{9}+b_{4} \delta^{10}+b_{0} \delta^{11} \\
& +b_{4} \delta^{12}+b_{6} \delta^{13}+b_{6} \delta^{14}+b_{4} \delta^{15}+b_{0} \delta^{16}+b_{4} \delta^{17} \\
& +b_{2} \delta^{18}+b_{3} \delta^{19}+b_{3} \delta^{20}+b_{5} \delta^{21}+b_{6} \delta^{22}+b_{1} \delta^{23} \\
& +b_{2} \delta^{24}+b_{5} \delta^{25}+b_{1} \delta^{26}+b_{0} \delta^{27}
\end{aligned}
$$

Utilizing these formulations and (9), we can finally obtain

$$
\begin{align*}
\alpha B= & \left(b_{4}+b_{4}+b_{1}\right) \alpha+\left(b_{0}+b_{2}+b_{6}+b_{5}\right) \alpha^{2} \\
& +\left(b_{1}+b_{3}+b_{6}+b_{2}\right) \alpha^{2^{2}}+\left(b_{5}+b_{3}+b_{4}+b_{1}\right) \alpha^{2^{3}} \\
& +\left(b_{1}+b_{6}+b_{4}+b_{5}\right) \alpha^{2^{4}}+\left(b_{5}+b_{2}+b_{3}+b_{3}\right) \alpha^{2^{5}} \\
& +\left(b_{6}+b_{2}+b_{0}+b_{0}\right) \alpha^{2^{6}} . \tag{11}
\end{align*}
$$

It is noted that (11) is utilized when $i=7$ in Algorithm 1, which makes $\alpha B^{2^{-(7-7)}}$ or $\alpha B$. We utilize the following equation to deduce the remainder of the formulations for other $i$ 's:

$$
\begin{equation*}
B^{2^{-i}}=\sum_{j=0}^{m-1} b_{<j-i>} \alpha^{2^{i}} . \tag{12}
\end{equation*}
$$

For the purpose of brevity, the formulations and error detection techniques for the other $i$ 's in Algorithm 1 are not derived in this study, but they are provided in Table IV.

To provide error detection constructions based on CRC signatures for the $\alpha B$ module, we follow the next steps.

1) Selection of the generator polynomial $g(\alpha) \equiv \alpha^{N}+$ $\alpha^{N-1}+\cdots+\alpha+1$ for a specific CRC- $N$, where $N$ denotes the number of error flags each module has.
2) Derivation of the generator polynomial, which is arranged as $\alpha^{N}=\alpha^{N-1}+\cdots+\alpha+1 \bmod g(\alpha)$, into different equations by multiplying $\alpha$ to each side. Repeat until a substitution for $\alpha^{m-1}$ or $g_{m-1}$ is obtained.
3) Substitution of different $\alpha$ 's of

$$
\begin{aligned}
\alpha B= & \left(b_{m-1}+b_{m-2}+\cdots+b_{1}+b_{0}\right)\left(\alpha+\alpha^{2}\right. \\
& \left.+\cdots+\alpha^{2^{m-2}}+\alpha^{2^{m-1}}\right)
\end{aligned}
$$

with the different equations calculated in Step 2 to obtain

$$
\begin{aligned}
\alpha B= & \left(b_{m-1}+b_{m-2}+\cdots+b_{1}+b_{0}\right)\left(g_{0}+g_{1}\right. \\
& \left.+\cdots+g_{m-2}+g_{m-1}\right)
\end{aligned}
$$

In this article, a generator polynomial $g(\alpha)=\alpha^{3}+\alpha+1$ for CRC-3 is chosen to generate fault detection techniques in the


Fig. 2. $\alpha B$ multiplication with the proposed error detection scheme based on CRC.
computation of $\alpha B$. With that $g(\alpha)$, a set of equations is then developed

$$
\begin{align*}
& \alpha^{4} \equiv \alpha^{2}+\alpha \bmod g(\alpha) \\
& \alpha^{5} \equiv \alpha^{3}+\alpha^{2} \equiv \alpha^{2}+\alpha+1 \bmod g(\alpha) \\
& \alpha^{6} \equiv \alpha^{3}+\alpha^{2}+\alpha \equiv \alpha^{2}+1 \bmod g(\alpha) \tag{13}
\end{align*}
$$

To obtain the predicted signatures, we apply (13) into (11), producing

$$
\begin{aligned}
\text { Predicted }= & \left(b_{4}+b_{4}+b_{1}\right)+\left(b_{0}+b_{2}+b_{6}+b_{5}\right) \alpha \\
& +\left(b_{1}+b_{3}+b_{6}+b_{2}\right) \alpha^{2}+\left(b_{5}+b_{3}+b_{4}+b_{1}\right)(\alpha \\
& +1)+\left(b_{1}+b_{6}+b_{4}+b_{5}\right)\left(\alpha^{2}+\alpha\right)+\left(b_{5}+b_{2}+b_{3}\right. \\
& \left.+b_{3}\right)\left(\alpha^{2}+\alpha+1\right)+\left(b_{6}+b_{2}+b_{0}+b_{0}\right)\left(\alpha^{2}+1\right)
\end{aligned}
$$

or

$$
\begin{align*}
\text { Predicted }= & \left(b_{3}+b_{4}+b_{6}\right)+\left(b_{0}+b_{3}\right) \alpha \\
& +\left(b_{3}+b_{4}+b_{6}+b_{2}\right) \alpha^{2} . \tag{14}
\end{align*}
$$

Finally, to obtain the actual signatures, we rename the coefficients of (11) and apply (13) to obtain

$$
\begin{aligned}
\text { Actual }= & \left(\gamma_{0}\right)+\left(\gamma_{1}\right) \alpha+\left(\gamma_{2}\right) \alpha^{2}+\left(\gamma_{3}\right)(\alpha+1) \\
& +\left(\gamma_{4}\right)\left(\alpha^{2}+\alpha\right)+\left(\gamma_{5}\right)\left(\alpha^{2}+\alpha+1\right)+\left(\gamma_{6}\right)\left(\alpha^{2}+1\right)
\end{aligned}
$$

or

$$
\begin{align*}
\text { Actual }= & \left(\gamma_{0}+\gamma_{3}+\gamma_{5}+\gamma_{6}\right)+\left(\gamma_{1}+\gamma_{3}\right. \\
& \left.+\gamma_{4}+\gamma_{5}\right) \alpha+\left(\gamma_{2}+\gamma_{4}+\gamma_{5}+\gamma_{6}\right) \alpha^{2} \tag{15}
\end{align*}
$$

We note that the actual signatures are the same for all $i$ 's. The fault detection technique based on CRC-3 for the multiplication of $\alpha B$ is depicted in Fig. 2. For CRC-3, three separated error flags, denoted as $E_{i}$, are produced by Xoring the predicted signatures with the actual signatures. $E_{1}$ is the result of Xoring the predicted signature $\left(b_{3}+b_{4}+b_{6}\right)$ with the actual signature $\left(\gamma_{0}+\gamma_{3}+\gamma_{5}+\gamma_{6}\right)$, obtained after $\alpha$ is multiplied with the field element $B$. In the same manner, $\left(b_{0}+b_{3}\right)$ is XOR with $\left(\gamma_{1}+\gamma_{3}+\gamma_{4}+\gamma_{5}\right)$ obtaining $E_{2}$, and $\left(b_{3}+b_{4}+b_{6}+b_{2}\right)$ is XOR with $\left(\gamma_{2}+\gamma_{4}+\gamma_{5}+\gamma_{6}\right)$ obtaining $E_{3}$.

TABLE V
Steps Needed to Perform the Inverse of $A \in \mathrm{GF}\left(2^{64}\right)$ Using ITA With Addition Chains

| Step | $\zeta_{V_{i}}(x)$ | $\zeta_{V_{j}+Y_{k}}(x)$ | Exponentiation |
| :---: | :---: | :---: | :---: |
| 1 | $\zeta_{1}(x)$ | - | $A$ |
| 2 | $\zeta_{2}(x)$ | $\zeta_{1+1}(x)$ | $\left(\zeta_{1}\right)^{2^{1}} \zeta_{1}=A^{2^{2}-1}$ |
| 3 | $\zeta_{3}(x)$ | $\zeta_{2+1}(x)$ | $\left(\zeta_{2}\right)^{2^{1}} \zeta_{1}=A^{2^{3}-1}$ |
| 4 | $\zeta_{6}(x)$ | $\zeta_{3+3}(x)$ | $\left(\zeta_{3}\right)^{2^{3}} \zeta_{3}=A^{2^{6}-1}$ |
| 5 | $\zeta_{7}(x)$ | $\zeta_{6+1}(x)$ | $\left(\zeta_{6}\right)^{2^{1}} \zeta_{1}=A^{2^{7}-1}$ |
| 6 | $\zeta_{14}(x)$ | $\zeta_{7+7}(x)$ | $\left(\zeta_{7}\right)^{27} \zeta_{7}=A^{2^{14}-1}$ |
| 7 | $\zeta_{15}(x)$ | $\zeta_{14+1}(x)$ | $\left(\zeta_{14}\right)^{2^{1}} \zeta_{1}=A^{2^{15}-1}$ |
| 8 | $\zeta_{30}(x)$ | $\zeta_{15+15}(x)$ | $\left(\zeta_{15}\right)^{2^{15}} \zeta_{15}=A^{2^{30}-1}$ |
| 9 | $\zeta_{31}(x)$ | $\zeta_{30+1}(x)$ | $\left(\zeta_{30}\right)^{2^{1}} \zeta_{1}=A^{2^{31}-1}$ |
| 10 | $\zeta_{62}(x)$ | $\zeta_{31+31}(x)$ | $\left(\zeta_{31}\right)^{2^{31}} \zeta_{31}=A^{2^{62}-1}$ |
| 11 | $\zeta_{63}(x)$ | $\zeta_{62+1}(x)$ | $\left(\zeta_{62}\right)^{2^{1}} \zeta_{1}=A^{2^{63}-1}$ |

## E. Fault Detection Based on Hamming Codes of Finite Field Inversions Over GF $\left(2^{m}\right)$ With Polynomial Basis Using ITA

Hamming codes are a type of error-correcting code and are often called perfect codes because they achieve the highest possible rate for codes with their block length and minimum distance of three. Hamming codes are classified into two categories depending on the structure of the encoder output, e.g., systematic encoding and nonsystematic encoding. In this work, we use systematic encoding, which separates the data and the parity bits, with a $(7,4)$ Hamming block encoder. What this means is that it takes 4-b of data and produces a 7-b codeword, which are 4 data bits and 3 parity bits. To produce such codewords, we multiply each 4-b of data with a generator matrix $G$ in the form of

$$
\begin{equation*}
\text { codeword }=\text { message } \times G \tag{16}
\end{equation*}
$$

where

$$
G=\left(\begin{array}{lllllll}
1 & 0 & 0 & 0 & 1 & 0 & 1  \tag{17}\\
0 & 1 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 & 1
\end{array}\right)
$$

Hamming codes are incorporated to the $\alpha$ and $\alpha^{2}$ modules needed to perform finite field multiplications and inversions, respectively. In this section, we use $\operatorname{GF}\left(2^{64}\right)$ as our case study and ITA using the addition chain $U=$ $\{1,2,3,6,7,14,15,30,31,62,63\}$. In Table V , the different steps needed to perform ITA using addition chains for $\operatorname{GF}\left(2^{64}\right)$ are shown. As it can be seen on the left-most column, a total of 10 finite field multiplications and 63 finite field squarings are needed to perform the inverse of $A \in \mathrm{GF}\left(2^{64}\right)$ (only 62 squarings are shown in Table V ; however, an extra squaring is needed since $A^{-1}=\left[\zeta_{m-1}(A)\right]^{2}$ using ITA with addition chains).

To derive the set of formulations needed to provide error detection in the $\alpha$ and $\alpha^{2}$ modules, (5) and (6) are used. Since a $(7,4)$ Hamming block encoder is utilized in this work, the polynomials from (5) and (6) are divided into 4-b blocks. For our case study, 64 is divisible by 4 ; however, if the field $m$ is not divisible by 4 , this can be easily fixed by appending the necessary number of " 0 " bits to the input message until it is divisible by 4.

1) $\alpha$ Module With Hamming Codes: For the $\alpha$ module with $m=64, f(\alpha)=\alpha^{64}+\alpha^{4}+\alpha^{3}+\alpha+1$, and using a $(7,4)$

Hamming block, we use (5) and divide the input into 16 submessages $m$ such as

$$
\begin{gather*}
m_{15}=a_{62} \alpha^{63}+a_{61} \alpha^{62}+a_{60} \alpha^{61}+a_{59} \alpha^{60} \\
m_{14}=a_{58} \alpha^{59}+a_{57} \alpha^{58}+a_{56} \alpha^{57}+a_{55} \alpha^{56} \\
m_{13}=a_{54} \alpha^{55}+a_{53} \alpha^{54}+a_{52} \alpha^{53}+a_{51} \alpha^{52} \\
\ldots \\
m_{2}=a_{10} \alpha^{11}+a_{9} \alpha^{10}+a_{8} \alpha^{9}+a_{7} \alpha^{8} \\
m_{1}=a_{6} \alpha^{7}+a_{5} \alpha^{6}+a_{4} \alpha^{5}+\left(a_{63}+a_{3}\right) \alpha^{4}  \tag{18}\\
m_{0}=\left(a_{63}+a_{2}\right) \alpha^{3}+a_{1} \alpha^{2}+\left(a_{63}+a_{0}\right) \alpha+a_{63}
\end{gather*}
$$

Next, each codeblock from (18) is multiplied with the last three columns of generator matrix $G$ from (17), to obtain the following 48 (or $16 \times 3$ ) predicted signatures:

$$
\begin{gather*}
\operatorname{predicted}_{47}=a_{62} \alpha^{63}+a_{61} \alpha^{62}+a_{59} \alpha^{60} \\
\text { predicted }_{46}=a_{62} \alpha^{63}+a_{61} \alpha^{62}+a_{60} \alpha^{61} \\
\text { predicted }_{45}=a_{61} \alpha^{62}+a_{60} \alpha^{61}+a_{59} \alpha^{60} \\
\text { predicted }_{44}=a_{58} \alpha^{59}+a_{57} \alpha^{58}+a_{55} \alpha^{56} \\
\ldots \\
\ldots \\
\operatorname{predicted}_{3}=a_{5} \alpha^{6}+a_{4} \alpha^{5}+\left(a_{63}+a_{3}\right) \alpha^{4} \\
\operatorname{predicted}_{2}=\left(a_{63}+a_{2}\right) \alpha^{3}+a_{1} \alpha^{2}+a_{63}  \tag{19}\\
\operatorname{predicted}_{1}=\left(a_{63}+a_{2}\right) \alpha^{3}+a_{1} \alpha^{2}+\left(a_{63}+a_{0}\right) \alpha \\
\operatorname{predicted}_{0}=a_{1} \alpha^{2}+\left(a_{63}+a_{0}\right) \alpha+a_{63}
\end{gather*}
$$

We note that the first bit of the message to be multiplied with $G$ is $a_{62}$, then $\left(a_{63}+a_{0}\right) \alpha$, and so on, since $a_{63}$ is the least significant bit. To obtain the actual signatures, we rename the coefficients of (18): $a_{62}$ as $\gamma_{63}, a_{61}$ as $\gamma_{62}, \ldots$, and $a_{63}$ as $\gamma_{0}$

$$
\begin{align*}
& \operatorname{actual}_{47}=\gamma_{63} \alpha^{63}+\gamma_{62} \alpha^{62}+\gamma_{60} \alpha^{60} \\
& \text { actual }_{46}=\gamma_{63} \alpha^{63}+\gamma_{62} \alpha^{62}+\gamma_{61} \alpha^{61} \\
& \text { actual }_{45}=\gamma_{62} \alpha^{62}+\gamma_{61} \alpha^{61}+\gamma_{60} \alpha^{60} \\
& \text { actual }_{44}=\gamma_{59} \alpha^{59}+\gamma_{58} \alpha^{58}+\gamma_{56} \alpha^{56} \\
& \ldots \\
& \text { actual }_{3}= \gamma_{6} \alpha^{6}+\gamma_{5} \alpha^{5}+\gamma_{4} \alpha^{4} \\
& \text { actual }_{2}= \gamma_{3} \alpha^{3}+\gamma_{2} \alpha^{2}+\gamma_{0} \\
& \text { actual }_{1}= \gamma_{3} \alpha^{3}+\gamma_{2} \alpha^{2}+\gamma_{1} \alpha  \tag{20}\\
& \text { actual }_{0}= \gamma_{2} \alpha^{2}+\gamma_{1} \alpha+\gamma_{0} .
\end{align*}
$$

Once the predicted and the actual signatures are implemented, they are XORed with each other to check for natural faults. An entire finite field multiplier needs $m-1 \alpha$ modules, $m$ pass-through modules, and $m-1$ sum modules, while a finite field squaring uses $m-1 \alpha^{2}$ modules and $m-1$ sum modules as shown in Fig. 1. In Fig. 3, we zoom in to show how the proposed error detection schemes based on Hamming codes are realized when they are applied to just one $\alpha$ module or one $\alpha^{2}$


Fig. 3. Error detection schemes based on Hamming codes for the $\alpha$ and $\alpha^{2}$ modules.
module (presented in the next section). If there would not be error detection, Fig. 3 would just have an input, the $\alpha$ or $\alpha^{2}$ module, and the output. However, with Hamming codes, the finite field element $A$ (or input) goes into two different blocks, as it can be seen in Fig. 3. In the top part, $A$ goes through the $\alpha$ module or $\alpha^{2}$ module block to perform (5) or (6), respectively, as it would do without any error detection unit. Then, the resulting 64-b output is split into 16 parts, each of them containing 4-b. The Actual Sign. block performs the calculations from (20) and each output bit of the Actual Sign. block contains each signature of (20). Meanwhile, in the bottom part, the input $A$ is directly split into 16 parts. Following (19) for the case of multiplication [or (22) for the case of squaring], 48 predicted signatures (1-b each) are obtained in the Predicted Sign. block. Each of these predicted signatures is then Xored with the actual signatures to check if an error has been found, e.g., predicted ${ }_{0}$ and actual $_{0}$ are the inputs of the first XOR gate, which will output $E F_{1}=1$ if predicted $_{0}$ and actual $_{0}$ are different, and therefore, this would mean that an error has been found.
2) $\alpha^{2}$ Module With Hamming Codes: For the $\alpha^{2}$ module with $m=64, f(\alpha)=\alpha^{64}+\alpha^{4}+\alpha^{3}+\alpha+1$, and using a $(7,4)$ Hamming block, we use $(6)$ and divide the input into 16 submessages $m$ such as

$$
\begin{gather*}
m_{15}=a_{61} \alpha^{63}+a_{60} \alpha^{62}+a_{59} \alpha^{61}+a_{58} \alpha^{60} \\
m_{14}=a_{57} \alpha^{59}+a_{56} \alpha^{58}+a_{55} \alpha^{57}+a_{54} \alpha^{56} \\
m_{13}=a_{53} \alpha^{55}+a_{52} \alpha^{54}+a_{51} \alpha^{53}+a_{50} \alpha^{52} \\
\ldots \\
\ldots \\
m_{2}=a_{9} \alpha^{11}+a_{8} \alpha^{10}+a_{7} \alpha^{9}+a_{6} \alpha^{8}  \tag{21}\\
m_{1}=a_{5} \alpha^{7}+a_{4} \alpha^{6}+\left(a_{63}+a_{3}\right) \alpha^{5}+\left(a_{63}+a_{62}+a_{2}\right) \alpha^{4} \\
m_{0}=\left(a_{62}+a_{1}\right) \alpha^{3}+\left(a_{63}+a_{0}\right) \alpha^{2}+\left(a_{63}+a_{62}\right) \alpha+a_{62}
\end{gather*}
$$

Next, each codeblock from (18) is multiplied with the last three columns of generator matrix $G$ from (17), to obtain the following 48 (or $16 \times 3$ ) predicted signatures
predicted $_{47}=a_{61} \alpha^{63}+a_{60} \alpha^{62}+a_{58} \alpha^{60}$

$$
\begin{gather*}
\operatorname{predicted}_{46}=a_{61} \alpha^{63}+a_{60} \alpha^{62}+a_{59} \alpha^{61} \\
\text { predicted }_{45}=a_{60} \alpha^{62}+a_{59} \alpha^{61}+a_{58} \alpha^{60} \\
\text { predicted }_{44}=a_{57} \alpha^{59}+a_{56} \alpha^{58}+a_{54} \alpha^{56} \\
\ldots \\
\text { predicted }_{3}=a_{4} \alpha^{6}+\left(a_{63}+a_{3}\right) \alpha^{5}+\left(a_{63}+a_{62}+a_{2}\right) \alpha^{4} \\
\operatorname{predicted}_{2}=\left(a_{62}+a_{1}\right) \alpha^{3}+\left(a_{63}+a_{0}\right) \alpha^{2}+a_{62} \\
\operatorname{predicted}_{1}=\left(a_{62}+a_{1}\right) \alpha^{3}+\left(a_{63}+a_{0}\right) \alpha^{2}+\left(a_{63}+a_{62}\right) \alpha  \tag{22}\\
\operatorname{predicted}_{0}=\left(a_{63}+a_{0}\right) \alpha^{2}+\left(a_{63}+a_{62}\right) \alpha+a_{62}
\end{gather*}
$$

We note that the first bit of the message to be multiplied with $G$ is $a_{62}$, then $\left(a_{63}+a_{62}\right) \alpha$, and so on, since $a_{62}$ is the least significant bit. To obtain the actual signatures, we rename the coefficients of (18): $a_{61}$ as $\gamma_{63}, a_{60}$ as $\gamma_{62}, \ldots$, and $a_{62}$ as $\gamma_{0}$, obtaining the same formulations as (20).

In this article, we work with two finite fields to show how the proposed error detection schemes are applied; however, by following the previous derivations, any field size can use the presented schemes.

## IV. Error Coverage and FPGA Implementations

To calculate the error coverage given by the various error detection techniques discussed in this article, the total number of signatures must be determined. When the total signatures $s$ are calculated, the error coverage is given by performing $100 \cdot(1-$ $\left.\left(\frac{1}{2}\right)^{s}\right) \%$. We note that one actual signature with one predicted signature is equivalent to just one signature in this formula.

To perform the finite field inversion of an element in $\operatorname{GF}\left(2^{7}\right)$ with normal basis using ITA and CRC-3 as the error detection technique, a total of $3_{\text {mult }} \cdot\left(6_{\alpha B} \cdot\left(3_{\mathrm{EF}}\right)\right)$ or 54 signatures are needed, where mult denotes the number of finite field multiplications, $\alpha B$ stands for the number of $\alpha B$ operations in each multiplication, and EF is the number of error flags in each $\alpha B$ operation. These 54 signatures translate into an error coverage of $100 \cdot\left(1-\left(\frac{1}{2}\right)^{54}\right) \%$ or close to $100 \%$.

On the other hand, to perform the finite field inversion of an element in $\mathrm{GF}\left(2^{64}\right)$ with polynomial basis using ITA and

TABLE VI
FPGA Implementation Results of the Proposed Fault Detection Schemes Based on CRC-3 for Finite Field Inversion Using ITA and Elements in GF $\left(2^{7}\right)$ With Normal Basis. Performed on Xilinx FPGA Family Virtex-7 Device xc7vx1140tflg1930-I

| Architecture | Area <br> (occupied slices) | Delay (ns) | Power (mW) <br> @ 50 MHz | Throughput <br> $(\mathrm{Gbps})$ | Efficiency <br> $(\mathrm{Gbps} /$ /Slices $)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Original ITA | 294 | 1.452 | 0.599 | 4.821 | 0.016 |
| ITA with CRC-3 | $408(38.78 \%)$ | $1.609(10.81 \%)$ | $0.610(1.84 \%)$ | $4.351(-9.75 \%)$ | $0.011(-31.25 \%)$ |

TABLE VII
FPGA Implementation Results of the Proposed Fault Detection Schemes Based on Hamming Codes for Finite Field Inversion Using ITA and Elements in GF $\left(2^{64}\right)$ With Polynomial Basis. Performed on Xilinx FPGA Family Kintex UltraScale+ Device xcku5p-Sfvb784-1LV-I

| Architecture | Area <br> (occupied slices) | Delay (ns) | Power (mW) <br> $@ 50 \mathrm{MHz}$ | Throughput <br> $(\mathrm{Gbps})$ | Efficiency <br> $(\mathrm{Gbps} /$ Slices $)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Original ITA | 3347 | 10.377 | 0.571 | 6.167 | $1.84 \times 10^{-3}$ |
| ITA with Hamming codes | $4147(23.90 \%)$ | $13.675(31.78 \%)$ | Negli. Over. | $4.680(-24.11 \%)$ | $1.12 \times 10^{-3}(-39.13 \%)$ |

Hamming codes as the error detection technique, 10 finite field multiplications, and 63 finite field squarings are needed. Each finite field multiplication uses $63 \alpha$ modules, and each $\alpha$ module utilizes 48 signatures. Moreover, each finite field squaring uses $63 \alpha^{2}$ modules, and each $\alpha$ module utilizes 48 signatures. Therefore, the total number of signatures is $10_{\text {mult }} \cdot\left(63_{\alpha} \cdot\left(48_{\mathrm{EF}}\right)\right)+63_{\text {squaring }} \cdot\left(63_{\alpha^{2}} \cdot\left(48_{\mathrm{EF}}\right)\right)$ or 220752. Moreover, the error coverage is $100 \cdot\left(1-\left(\frac{1}{2}\right)^{220,752}\right) \%$ or very close to $100 \%$. We note that our error detection schemes would not detect faults for very specific cases using CRC-3. The three schemes for hardening mentioned in Section III-A can be combined with the proposed methods to alleviate such cases. Looking at Table IV, we can corroborate that the proposed architecture would detect all faults besides: If there is a single bit flip located at the coefficients $b_{1}$ or $b_{5}$, or a double bit flip at coefficients $b_{4}$ and $b_{6}$ when the step $\alpha B^{2^{0}}$ is being performed; when a double bit flip happens at the coefficients $b_{2}$ and $b_{5}$ when the step $\alpha B^{2^{-1}}$ is being performed; when a single bit flip occurs at the coefficient $b_{3}$ or a double bit flip happens at the coefficients $b_{2}$ and $b_{4}, b_{0}$ and $b_{5}, b_{0}$ and $b_{3}$, and $b_{0}$ and $b_{5}$ when the step $\alpha B^{2^{-2}}$ is being performed; when a double bit flip at coefficients $b_{0}$ and $b_{6}$ when the step $\alpha B^{2^{-3}}$ is being performed; when a single bit flip located at the coefficients $b_{2}$ or $b_{4}$, or a double bit flip at coefficients $b_{1}$ and $b_{6}$ or $b_{2}$ and $b_{5}$ when the step $\alpha B^{2^{-4}}$ is being performed; when a single bit flip located at the coefficient $b_{0}$ or a double bit flip at coefficients $b_{1}$ and $b_{5}$ when the step $\alpha B^{2^{-5}}$ is being performed; and when a single bit flip located at the coefficient $b_{0}$ or $b_{5}$ when the step $\alpha B^{2^{-6}}$ is being performed. If an attacker has the expensive resources to mount single-bit flip attacks, the error coverage of CRC-3 for single bit flips in the step $\alpha B^{2^{0}}$ is $71.43 \%$; $100 \%$ in the step $\alpha B^{2^{-1}}$; $85.71 \%$ in the step $\alpha B^{2^{-2}} ; 100 \%$ in the step $\alpha B^{2^{-3}} ; 71.43 \%$ in the step $\alpha B^{2^{-4}} ; 85.71 \%$ in the step $\alpha B^{2^{-5}}$; and $71.43 \%$ in the step $\alpha B^{2^{-6}}$. These calculations have been done taking into account that there is a total of 7 coefficients where the error can be injected. Additionally, if the attacker performs double bit flips, the error coverage of CRC-3 for double bit flips in the step $\alpha B^{2^{0}}$ is $95.24 \% ; 95.24 \%$ in the step $\alpha B^{2^{-1}} ; 80.95 \%$ in the step $\alpha B^{2^{-2}}$; $95.24 \%$ in the step $\alpha B^{2^{-3}} ; 90.48 \%$ in the step $\alpha B^{2^{-4}} ; 95.24 \%$ in the step $\alpha B^{2^{-5}}$; and $100 \%$ in the step $\alpha B^{2^{-6}}$. These calculations have been done taking into account that there is a total of 21
possible double bit flips where the errors can be injected. On the other hand, the proposed architecture using Hamming codes would be able to detect all 1-b, 2-b, 3-b, and 4-b errors. This type of error detection is mutually exclusive, meaning that all errors are detected having not too many redundant error detection flags.

We have implemented the proposed fault detection techniques to demonstrate that they provide high error coverage with acceptable overhead. These implementations are performed on Xilinx FPGA family Virtex-7 device xc7vx1140tflg1930-i and family Kintex UltraScale+ device xcku5p-sfvb784-1LV-i using the Vivado tool and Verilog as the hardware design entry. Table VI shows the overheads of the fault detection architectures based on CRC-3 when added to the original finite field inversions constructions with normal basis using ITA. The overheads are presented in terms of area (occupied slices), delay (ns), power ( mW ) with the clock frequency of 50 MHz , throughput $(\mathrm{Gb} / \mathrm{s})$, and efficiency $(\mathrm{Gb} / \mathrm{s} /$ Slices $)$. The first three are given directly by the Vivado tool while the latter two are calculated by dividing the total number of output bits over the delay and by dividing first the total number of output bits over the delay and then over the area, respectively. As shown in Table VI, the area overhead is less than $39 \%$ and the delay overhead is close to $11 \%$. Table VII presents the overheads of the fault detection architectures based on Hamming codes when added to the original finite field inversions constructions with polynomial basis using ITA. Table VII also presents the overheads in terms of area, delay, power, throughput, and efficiency (we note that Negli. Over. stands for negligible overhead). As it can be seen in Table VII, the area overhead is less than $24 \%$ and the delay overhead is less than $32 \%$.

There has not been any prior work done on error detection based on CRC-3 and Hamming codes for finite field inversions using ITA with normal basis and polynomial basis elements, respectively, to the best of our knowledge. For qualitative comparison to verify that the overheads incurred are acceptable, let us go over some case studies on error detection in $\mathrm{GF}\left(2^{m}\right)$ arithmetic hardware. One of the goals of this article was to complete [34] by performing error detection on elements with normal basis. In [34], fault detection schemes for the inverse of an element in $\operatorname{GF}\left(2^{163}\right)$ using polynomial basis are proposed, obtaining an
area overhead of close to $26 \%$. In [26], error detection based on parity prediction for normal basis multiplication is performed, obtaining a worst case delay overhead of $58.2 \%$ and worst case area overhead of $27 \%$. Additionally, parity prediction signatures provide an error detection of up to $50 \%$, i.e., if the number of faults is even, the approach would not be able to detect the faults. As shown in Table I, duplication/recomputing is also used in a variety of works. Duplication provides a high error detection percentage; however, it can add a $100 \%$ overhead unless different techniques (such as pipelining for recomputation) are carried. Reliable concurrent error detection architectures for extended Euclidean-based division over $\mathrm{GF}\left(2^{m}\right)$ are provided in [41]. The schemes utilized are based on parity prediction and they have a worst case area overhead of $25.18 \%$. These and other similar works on error detection show that the overheads obtained in this work are acceptable.

## V. Conclusion

Providing reliable architectures that allow error detection has been the focus of extensive research. Finite field inversions are used by many different architectures and it is essential that such constructions are capable of detecting natural defects in VLSI. In this work, we have presented error detection schemes based on CRC and Hamming codes for finite field inversions using ITA with normal basis and polynomial basis elements. These schemes employ different formulations and derivations that have been meticulously calculated with software implementations. Additionally, we have implemented the proposed fault detection architectures by adding them to the original finite field inversion constructions on Xilinx FPGA Virtex-7 and Kintex UltraScale+. When fault detection schemes based on CRC-3 are applied to the original ITA finite field inversion constructions for $\operatorname{GF}\left(2^{m}\right)$ elements normal basis, the area overhead is less than $39 \%$ and the delay overhead is close to $11 \%$. When fault detection schemes based on Hamming codes are applied to the original ITA finite field inversion constructions for $\operatorname{GF}\left(2^{m}\right)$ elements with polynomial basis, the area overhead is less than $24 \%$ and the delay overhead is less than $32 \%$. The results obtained in this work were compared to other works on error detection to prove that the presented fault detection techniques achieve a high error coverage with acceptable overheads.
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