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Abstract—Machine learning is being used in a wide range of ap-
plication domains to discover patterns in large datasets. Increas-
ingly, the results of machine learning drive critical decisions in
applications related to healthcare and biomedicine. Such health-
related applications are often sensitive, and thus, any security
breach would be catastrophic. Naturally, the integrity of the re-
sults computed by machine learning is of great importance. Recent
research has shown that some machine-learning algorithms can be
compromised by augmenting their training datasets with malicious
data, leading to a new class of attacks called poisoning attacks. Hin-
drance of a diagnosis may have life-threatening consequences and
could cause distrust. On the other hand, not only may a false di-
agnosis prompt users to distrust the machine-learning algorithm
and even abandon the entire system but also such a false positive
classification may cause patient distress. In this paper, we present a
systematic, algorithm-independent approach for mounting poison-
ing attacks across a wide range of machine-learning algorithms and
healthcare datasets. The proposed attack procedure generates in-
put data, which, when added to the training set, can either cause the
results of machine learning to have targeted errors (e.g., increase
the likelihood of classification into a specific class), or simply intro-
duce arbitrary errors (incorrect classification). These attacks may
be applied to both fixed and evolving datasets. They can be applied
even when only statistics of the training dataset are available or, in
some cases, even without access to the training dataset, although
at a lower efficacy. We establish the effectiveness of the proposed
attacks using a suite of six machine-learning algorithms and five
healthcare datasets. Finally, we present countermeasures against
the proposed generic attacks that are based on tracking and detect-
ing deviations in various accuracy metrics, and benchmark their
effectiveness.

Index Terms—Healthcare, machine learning, poisoning attacks,
security.

I. INTRODUCTION

MACHINE learning is ubiquitously used to extract infor-
mation patterns from datasets in a wide range of applica-

tions. Increasingly, machine-learning algorithms are being used
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in critical applications where they drive decisions with large
personal, organizational, or societal impact. These applications
include healthcare [1], network intrusion detection systems[2],
spam and fraud detection, phishing detection [3], political de-
cision making [4], adversarial advertisement detection [5], and
financial engineering [6].

Among the aforementioned applications, the sensitivity of
those related to healthcare calls for efficient and reliable protec-
tion against potential malicious attacks. It is important to inves-
tigate whether machine-learning algorithms used for healthcare
applications are vulnerable to security and privacy threats. Many
applications, such as medical machine learning, often require
analysis to be performed on datasets without compromising
the privacy of people or entities who provided the data. Thus,
privacy-preserving machine learning and data mining have been
the subject of considerable research [7]–[9]. The robustness of
machine-learning algorithms to noise in the training data has
also been investigated [10], [11] to evaluate its effects on the
decision-making process.

More recent efforts have considered the possibility that vul-
nerabilities in machine-learning algorithms may be exploited
by attackers to influence the algorithm’s results [12]–[16]. It is
now well known that classification algorithms need to take into
account these adversarial intent, i.e., adversarial classification
and, in general, machine learning, to preserve their effective-
ness [17]–[20]. These include analyzing the vulnerabilities of
algorithms and developing design approaches for their security
in adversarial environments.

Two main categories of security attacks on machine learning
have been considered in the literature: exploratory and causative
[16], [18], [21]. Exploratory attacks exploit existing vulnerabil-
ities without altering the training process. On the other hand,
causative attacks alter the training process, typically by modi-
fying the training dataset. Poisoning attacks [22] are a class of
causative attacks in which carefully-crafted malicious instances
are added to the training dataset, leaving the rest of the dataset
intact.

In healthcare applications, poisoning attacks are highly rel-
evant because although manipulation of existing data in the
training dataset may be difficult or impossible for attackers,
addition of new data might be relatively easy. For instance, hin-
derance of a hypothyroid diagnosis may have life-threatening
consequences due to delayed treatment. This may reduce trust
in the machine-learning algorithm. On the other hand, a false
positive classification may cause unnecessary concern. If poi-
soning attacks are detected, the user or owner of the dataset
may take appropriate action, such as disregarding the results
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of machine learning or attempting to cleanse the dataset of the
malicious data. From an attacker’s perspective, it is therefore
desirable to mount poisoning attacks such that they are diffi-
cult to detect. On the other hand, if such attacks are successful
(which is definitely a possibility, given the need to access health-
care data anywhere/anytime and especially through cloud-based
computing), the resulting erroneous conclusions may lead to
serious adverse impact on people, institutions, and healthcare
services.

In this paper, we present a systematic machine-learning
algorithm-independent attack mechanism in the context of
healthcare. To evaluate the proposed scheme, we have exper-
imented with six different machine-learning algorithms. More-
over, we show that the proposed attack is successful even with-
out prior knowledge of the machine-learning algorithm details
(though with slight degradation in its effectiveness), e.g., the
type of the discriminant function of the classifier or its param-
eters, such as feature weights in the case of linear algorithms.
Furthermore, we elaborate upon the effectiveness of the pro-
posed attack in the context of real patterns [16]. Although the
proposed attack is of the poisoning type and acts based on the
addition of malicious instances to the training patterns, it does
not necessarily require knowledge of the exact attribute values
in the training dataset; knowledge of their statistics is sufficient
for mounting the attack. Moreover, we show that one may obtain
a surrogate dataset to mount the attacks, eliminating the need
for access to the training dataset.

A. Our Contributions

In this paper, we focus on poisoning attacks on machine-
learning algorithms and defenses, also referred to henceforth
as countermeasures, for algorithms for healthcare applications,
and make the following contributions.

1) We propose a systematic approach for mounting poison-
ing attacks on machine learning, which is independent
of the underlying machine-learning algorithm. We target
both fixed datasets (in which users do not add authentic
data during the attack) and evolving datasets (in which
users can add authentic data). We evaluate the scheme for
six machine-learning algorithms and five different health-
care datasets from various contexts. We establish that poi-
soning attacks can be successfully mounted even if the
attacker does not know the type of algorithm used or the
training dataset. We also elaborate upon the extension of
our attack from datasets to real patterns.

2) Finally, we present countermeasures against the presented
attacks and benchmark their effectiveness in the context of
the considered machine-learning algorithms and datasets.
These countermeasures are based on monitoring devia-
tions in accuracy metrics of the training dataset and the
number of instances added to it. The effectiveness of these
countermeasures suggests that there is a need for devising
attacks that are capable of circumventing them.

The remainder of this paper is organized as follows. In
Section II, we present the relevant previous work. In Section
III, we discuss preliminary concepts. In Section IV, we present

and evaluate our systematic approach for mounting attacks. We
describe countermeasures against these attacks in this section
as well. Finally, we conclude in Section V.

II. PREVIOUS WORK

Since we target causative (specifically, poisoning) attacks and
countermeasures against them in this paper, we present the rel-
evant previous work next.

Taxonomies for attacks against machine-learning systems
and countermeasures against them are presented in [18] and
[21]. Many of these attacks, along with countermeasures against
them, were demonstrated against SpamBayes, a statistical spam
filter. Experiments have been done for causative availability at-
tacks which causes the filter to mislabel all legitimate e-mails
as spam. Some countermeasures are based on methods for elim-
inating the newly added data instances that have a substantial
negative impact on classification accuracy and also devising
procedures to limit the impact of adversarial data.

A number of poisoning attacks on specific machine-learning
algorithms have been proposed in [22]–[24]. The attacks pre-
sented in [23] and [24] work in the feature space. Experiments
are done for an intrusion detection scenario (data from a sample
of real HTTP traffic from a web server). The attack is successful
with the need to only overwrite up to 35% of the initial data
points. Moreover, an attacker needs to control 5–15% of traffic
to successfully stage a poisoning attack. However, the work pro-
posed in [22] only depends on the gradients of dot products of
points in the input space. It investigates poisoning attacks against
one particular machine-learning algorithm, namely support vec-
tor machines (SVMs), based on increasing the classifier’s test
error. The attacks are experimentally evaluated using a classical
handwritten digit recognition dataset (a two-class subproblem
consisting of discrimination between two distinct digits). In the
exemplary experimental runs reported in [22], a single attack
data point caused the classification error to rise from the initial
error rates of 2–5% to 15–20%. Machine-learning methods that
account for data manipulation by adversaries (robust classifiers)
have also been investigated [25], [26].

Adversarial machine learning has gained attention in the lit-
erature [17]–[20] as an emerging field for analyzing the vul-
nerabilities of machine-learning algorithms in adversarial envi-
ronments, developing methods for benchmarking the classifier
security, and presenting countermeasures to counteract or alle-
viate these security concerns. A framework for evaluating clas-
sifier security in the design phase, in order to provide practical
guidelines and tools for pattern recognition system designers,
has been discussed in [16].

III. PRELIMINARIES

In this section, we present preliminary concepts related
to machine-learning algorithms, datasets, attack models, and
notations.
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A. Machine-Learning Algorithms and Datasets

In this paper, we experiment with six different machine-
learning algorithms. We use these algorithms to perform various
classification tasks, by constructing models based on a training
dataset and using the models to classify a test dataset.

The first is a tree-based algorithm, i.e., BFTree (best-first
decision tree) [27], [28]. BFTree uses a tree constructed from
binary splits on attributes. The “best” node is the node that max-
imally reduces impurity among all nodes available for splitting.
An increase of the training set size results in an increase of
tree size and complexity in this algorithm. The second algo-
rithm is Ridor (ripple-down rule learner) [29], [30], which is a
rule-based algorithm that consists of a data structure and knowl-
edge acquisition scenarios, where experts’ knowledge is stored
in the data structure and the knowledge is coded as a set of
rules. Specifically, it generates a default rule first and then the
exceptions for the default rule with the least (weighted) error
rate. Then, it generates the “best” exceptions for each excep-
tion and iterates until pure. The exceptions are a set of rules
that predict classes other than the default. The third algorithm
is NBTree, which is a decision tree with naive Bayes classifiers
at the leaves [31]. This algorithm is suitable for the learning
scenarios in which many attributes are likely to be relevant for
a classification task, yet the attributes are not necessarily con-
ditionally independent given the label. The fourth algorithm is
IB1 (nearest-neighbor classifier) [32], which uses normalized
Euclidean distance to find the training instance closest to the
given test instance. IB1 has been chosen as the simplest form
of instance-based learning algorithms, yet, the presented attacks
and countermeasures are, generally, suitable for other variants
as well. The fifth algorithm is Multilayer Perceptron (MLP),
which is based on a feedforward artificial neural network that is
trained using backpropagation [33]. MLP became useful with
the introduction of the backpropagation training algorithm. Its
counterpart, SVM, is known to improve the generalization per-
formance for binary classification tasks, which forms the base
of the sixth algorithm: sequential minimal optimization (SMO)
[34] for training an SVM [35], [36]. Note that SVM is a more
recent algorithm compared to MLP and has been widely ap-
plied in biological and other sciences. The specialized SMO
algorithm breaks the problem down into 2-D subproblems that
may be solved analytically, eliminating the need for a numeri-
cal optimization algorithm. A summary on the aforementioned
details is presented in Table I.

For our experiments, we have used two tree-based (BFTree
and NBTree), one rule-based (Ridor), two functions (SMO and
MLP), and one lazy (IB1) classifier. The choice of NBTree as the
second tree-based classifier is based on the fact that it is the only
tree-based classifier that performs naive Bayes classification at
the leaves.

We evaluate the aforementioned algorithms on five differ-
ent medical datasets from UCI’s machine-learning repository.
We use the Thyroid Disease dataset [37], Breast Cancer dataset
[38], Acute Inflammations dataset [39], Echocardiogram dataset
[40], and Molecular Biology (Splice-junction Gene Sequences)
dataset [41]. Table II presents the details of these datasets.

TABLE I
MACHINE-LEARNING ALGORITHMS

Name Details

BFTree Tree-based with
(Best-first decision tree) binary splits on attributes
Ridor Rule-based through
(Ripple-down rule learner) knowledge acquisition
NBTree Decision tree with
(Naive Bayes decision tree) naive Bayes classifiers
IB1 Normalized Euclidean
(Nearest-neighbor classifier) distance-based
MLP Feedforward artificial
(MultilayerPerceptron) neural network-based
SMO (Sequential Support-vector
minimal optimization) machine-based

TABLE II
DETAILS OF DATASETS WITH NUMBER OF ATTRIBUTES IN EACH

TYPE IN PARENTHESES

Name #Inst., #Attr. Attr. types

Thyroid Disease 7104, 21 Numeric
Breast Cancer 699, 10 Nominal
Acute 120, 6 Numeric (1),
Inflammations Nominal (5)
Echocardiogram 132, 12 Numeric (10),

Nominal (2)
Molecular 3190, 61 Nominal
Biology

Columns #Inst. and #Attr. refer to the number of data instances
in the dataset and the number of attributes for each instance,
respectively. Column Attr. types specifies the attribute types,
where Nominal refers to attributes that can only take a limited
number of distinct values, e.g., exon/intron boundaries or in-
tron/exon boundaries in the Molecular Biology (Splice-junction
Gene Sequences) dataset, and Numeric refers to attributes for
which the values are integers or real numbers.

B. Attack Model

In our attack model, we assume that the attackers have knowl-
edge of the training dataset and use this knowledge to construct
malicious data. In practice, this knowledge can be obtained ei-
ther because the dataset is publicly available or because the
attackers have employed various means, such as eavesdropping
on network traffic or compromising a system where the dataset
is stored, in case security measures, such as the ones presented
in [42], are compromised. However, the success of the proposed
attacks is only dependent on the knowledge of the statistics of
the training dataset, as discussed in Section IV.

In scenarios where gaining access to the training datasets is
difficult, we present an alternative approach in which attack-
ers construct a proxy training dataset drawn from the same
distribution as the original dataset [13]. This is possible since
our proposed attacks are based on the statistics of the training
dataset (and not the exact values of attributes within the dataset).
By presenting artificial test instances as inputs to the targeted
machine-learning application and observing its responses, one
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TABLE III
NOTATIONS

Notation Definition

N number of instances
M number of attributes
χi , 1 ≤ i ≤ N ith instance
χj

i , 1 ≤ i ≤ N , 1 ≤ j ≤ M j th attribute value
of ith instance

χj , 1 ≤ j ≤ M j th attribute
Υ i , 1 ≤ i ≤ N ith class label

Fig. 1. Instances, attributes, and class labels.

can construct a “proxy” dataset that can be used to mount the
attack.

In Section IV, we show that such an attack would be success-
ful with only a minor degradation in the success rate compared
to the case where the training dataset is directly accessible.
Moreover, in many cases, launching poisoning attacks may be
much easier than launching general causative attacks in which
modifications to current instances are required.

We also assume that attackers have access to significant com-
puting resources. For example, they can repeatedly modify the
training dataset and evaluate the effectiveness of the modifica-
tions by constructing models and testing them on a validation
dataset. The attacker can construct a golden validation dataset
from the original training dataset to which access is assumed,
e.g., a subset of the original training dataset before launching
the attacks.

Unlike general causative attacks in which attackers are as-
sumed to be capable of arbitrarily manipulating datasets by
adding, changing, or removing data, our attack model considers
poisoning attacks in which attackers can only add malicious
data. Finally, in our attack model, we assume that attackers can
add new malicious training data in a manner that generally may
not raise suspicion (rather than arbitrarily generated instances
that can be flagged by simple tests such as range checks on the
attribute values).

C. Notations

The notations used henceforth are summarized in Table III.
These include notations for data instances, class labels, and
attributes. Fig. 1 depicts a training dataset that is composed of
instances, which, in turn, consist of attributes and class labels.

Fig. 2. Typical attacks on two-way classification problems.

IV. SYSTEMATIC MACHINE-LEARNING ATTACKS

AND COUNTERMEASURES

In this section, we present and evaluate our proposed schemes
for attacking machine-learning algorithms applied to medical
datasets. Then, we discuss and evaluate countermeasures against
the attacks.

A. Attack Objectives

In healthcare, attackers may have varying motivations for
poisoning training datasets, ranging from generally degrading
the accuracy of the algorithm to biasing the results in a specific,
targeted manner.

As an example of targeted attacks, let us consider the Thyroid
Disease dataset, in which data instances are associated with
two classes: normal and hypothyroid. Targeted attacks might
compromise the effectiveness of the machine-learning algorithm
either to prevent a hypothyroid diagnosis or to falsely lead to
a hypothyroid diagnosis. Let us first consider the former case.
The prevention of such a diagnosis, when maliciously done,
would, at least, cause distrust and annoyance for the patients
and clinicians once diagnosis is correctly performed. Moreover,
it could lead to (catastrophic) health issues if the diagnosis
is mainly based on the results of the algorithm. As for the
latter case, false alarms would induce distrust and force users to
abandon the system. In short, these cases could either lead to an
adverse health impact or a loss of trust in the system.

Let us consider the scenario in which a malicious attacker
intends to prevent a hypothyroid diagnosis. In this scenario,
we denote the hypothyroid class as the attacked class and the
benign class as the attacking class. As shown in Fig. 2, the
attacker adds malicious instances to the training dataset such that
instances belonging to the attacked class (Class 1) are predicted
and classified as belonging to the attacking class (Class 2). If
the attacker wishes to cause false hypothyroid diagnoses, the
attacking and attacked classes are switched.

The attack schemes that we propose can be used for targeted
or nontargeted attacks. However, we describe the procedure in
the context of targeted attacks, since attacks that simply aim to
increase classification error can be viewed as a special case of
targeted attacks where all classes are attacked classes.

Next, we discuss the proposed attack schemes that system-
atically generate inputs that are highly effective in poisoning a
given medical training dataset.
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B. Attack Scheme

Unlike prior work that shows how to attack specific machine-
learning algorithms, our objective is to propose a generic and
algorithm-independent attack scheme. In other words, the pro-
posed attacks can be applied to a wide range of machine-learning
algorithms and medical datasets. In fact, the attacker does not
even need to know the type of machine-learning algorithm
used to apply the proposed attack scheme. Furthermore, highly
algorithm-specific attacks may be thwarted by simply chang-
ing the machine-learning algorithm used. However, knowledge
of the machine-learning algorithm being used increases the
efficacy of the attacks, as discussed later. In addition to our
original attack scheme, we consider and benchmark through
experiments four variants of the proposed scheme, i.e., attack-
ing without access to the training dataset, attacking unknown
machine-learning algorithms, adapting the attacks to real pat-
terns, and attacking n-way classification.

The proposed attack scheme is described in Algorithm 1. Let
the original dataset be denoted as D ∈ (χ,Υ) with N instances,
where χ and Υ represent an instance’s attributes and class la-
bel, respectively. Algorithm 1 adds N ′ malicious instances to
the original dataset to create a manipulated dataset D′ ∈ (χ,Υ)
with N + N ′ instances. To add a malicious instance, I pseu-
dorandom candidates are generated (using Algorithm 2). Intu-
itively, Algorithm 2 generates candidates whose attribute values
match the statistics of the attacked class, but whose labels are
set to the attacking class (recall that the objective is to bias the
model away from the attacked class and toward the attacking
class). For each candidate, the algorithm builds a model on the
same machine-learning algorithm and evaluates its classifica-
tion accuracy on the validation set. The candidate that results in
the highest degradation in classification accuracy is selected and
added to the dataset. I is a constant set by the attacker and trades
off efficacy of the malicious instances versus the computational
effort expended to generate them.

Algorithm 2 is called from Algorithm 1 to generate malicious
instance candidates. Its inputs are χj , 1 ≤ j ≤ M , which rep-
resents the jth attribute set (see Fig. 1), and Υi , 1 ≤ i ≤ N ,
which represents the ith class. Its output is the malicious in-
stance candidate consisting of attribute values (αj , 1 ≤ j ≤ M )
and a class label.

For each attribute χj , the algorithm analyzes the training
dataset to compute statistics that relate the possible values of
χj to the class labels. We divide the range of χj into g bins
(where g is a specified constant; the attacks can be tailored by
using more bins based on the resources available to the attacker
and the attack objectives). For each bin, we identify instances
from the training dataset whose jth attributes assume values
that lie in the bin. In Algorithm 2, χj (k), 1 ≤ k ≤ g, are the g
subsets of χj . We then compute the distribution of the instances
in each bin across the attacked and attacking classes. For an
n-way classification, let us denote ηk,j and η′

k,j as the number
of entries in χj (k) corresponding to the attacked and attacking
class, respectively. These statistics (ηk,j and η′

k,j ) are used for
computing probabilities Pk , which are, in turn, used to generate
a weighted-pseudorandom value for αj through weighted pseu-

Algorithm 1 Algorithm-independent attacks.

1:Input: Dataset D ∈ (χ,Υ) with N instances, validation
dataset V , number of iterations I .
2:Output: Maliciously manipulated dataset D′ ∈ (χ,Υ)
with N + N ′ instances, where N ′ is the number of added
malicious instances.
3:Begin
4: Assign D′ ← D
5: for k = 1 to N ′ do
6: //Select kth malicious instance
7: for i = 1 to I do
8: Use Algorithm 2 to generate malicious instance
candidate i
9: Add the candidate to D′ to create a temporary
training set DT ∈ (χ,Υ) with N + k instances
10: Build the model using DT and record its
classification accuracy on the validation set V as Ai

11: endfor
12: Select instance î such that Aî = min(Ai), 1 ≤ i ≤ I

13: Add instance î to D′

14: endfor
15:End
16:Return: D′ ∈ (χ,Υ).

dorandom functions. To choose each specific attribute value
α, the weighted function S within Weka 3 machine-learning
workbench [43] uses the attribute probabilities Pk = Wk∑

1≤i≤g Wi
,

k = 1, . . . , g. This function pseudorandomly chooses α, biased
through attribute probabilities thus obtained. The label of the
malicious instance candidate is set to the attacking class.

Algorithm 2 Deriving a malicious instance candidate.

1:Input: χj , 1 ≤ j ≤ M and Υi , 1 ≤ i ≤ N , g bins (a
specified constant).
2:Output: χN +1 ,ΥN +1 (malicious instance candidate).
3:Denote: ηk,j and η′

k,j as the number of entries in χj (k)
corresponding to the attacked class and the attacking class,
respectively.
4:Begin
5: for j = 1 to M do
6: for k = 1 to g do
7: Calculate ηk,j and η′

k,j

8: Assign Wk ← ηk , j

η ′
k , j

9: endfor
10: Compute attribute probabilities (Pk = Wk∑

1≤i≤g Wi
),

k = 1 to g
11: Weighted function S selects attribute value αj

pseudorandomly based on attribute probabilities
12: endfor
13:End
14:Return: Malicious instance candidate is χN +1 = {αj ,
1 ≤ j ≤ M}, ΥN +1 = Attacking class.
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Fig. 3. Malicious attribute value derivation example (g = 10, Υ ∈ {Class 1,
Class 2}).

TABLE IV
ATTACKED AND ATTACKING CLASSES OF DATASETS FOR THE EXPERIMENTS

Dataset Attacked class Attacking class

Thyroid Disease Normal Hypothyroid
Breast Cancer Benign Malignant
Acute Inflammations Negative Positive
Echocardiogram Dead (after 1 year) Alive
Molecular Biology intron/exon exon/intron

Let us consider an illustrative example of a two-way clas-
sification problem (Υ ∈ {Class 1, Class 2}) where each data
instance has one attribute. We assume g = 10, i.e., we divide
the range of the attribute into ten bins and assign the instances
in the training dataset to these bins. Fig. 3 shows the distribution
of instances in each bin (each bar represents a bin) across the
two classes (the subbars represent the two classes). Classes 1
and 2 are the attacked and attacking classes, respectively. Using
Algorithm 2, weights Wk, 1 ≤ k ≤ 10, are computed by look-
ing at the ratio of the number of instances in bin k that belong to
Class 1 to the number of instances in bin k that belong to Class
2. We show four values for Wk , k ∈ {1, 2, 9, 10}, in the fig-
ure. The malicious instance candidate is created by generating
a weighted pseudorandom value for the attribute. Wk∑

1≤j ≤1 0 Wj

is used as the probability that the malicious instance candidate
will have an attribute value in bin k. The label of the malicious
instance candidate is set to Class 2.

C. Experimental Evaluation

We next present the results of applying the proposed attack
procedure to the six machine-learning algorithms and five med-
ical datasets discussed in Section III. We implemented the pro-
posed attack scheme using the Weka 3 machine-learning work-
bench [43]. The training and validation datasets are extracted
by splitting the original dataset.

Table IV shows the attacked and attacking classes for the
chosen datasets. For the experiments reported in this paper, we
simply chose the class with more data instances as the attacked
class. However, note that this is not a limitation; we verified that
the attacks are successful regardless of how the attacking and
attacked classes are chosen. In Table IV, the datasets are based

Fig. 4. Results of attacks on the Thyroid Disease dataset for the fixed (solid
line) and evolving (dashed line) cases.

Fig. 5. Results of attacks on the Breast Cancer dataset for the fixed (solid line)
and evolving (dashed line) cases.

on two-way classifications. However, our attacks are applicable
to n-way classification problems as well.

The results of our attacks for the five datasets are shown in
Figs. 4–8. In each of these figures, the classification accuracy
degradations corresponding to the classification results for the
attacked class, after adding malicious data to the training dataset,
are shown for the six machine-learning algorithms. The feasi-
bility of adding malicious instances to the datasets depends on
the specific applications and contexts. Moreover, the presented
results for the attacks (in which up to 30% malicious instances
are added) are only meant to be illustrative and provide general
guidelines. In other words, as seen from the tables throughout
the paper, attacks with lower number of malicious instances
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Fig. 6. Results of attacks on the Acute Inflammations dataset for the fixed
(solid line) and evolving (dashed line) cases.

Fig. 7. Results of attacks on the Echocardiogram dataset for the fixed (solid
line) and evolving (dashed line) cases.

could be considered “successful,” depending on the goal of the
attacker. Based on the attack objectives, restrictions on how
many malicious entries can be added, and the overhead that can
be tolerated, the attacker can choose an appropriate number of
added malicious instances to mount the attacks.

The two curves in each graph represent two different as-
sumptions about the nature of the training dataset. In the first
one (solid lines in the graphs), the training dataset is consid-
ered to be fixed for the duration of the attack. In the second
one (dashed lines in the graphs), the dataset is considered to
be evolving (i.e., unknown to the attacker, other users can add
authentic data to the training set during the attack). In the latter
case, we assume that the number of added authentic instances
is the same as the number of added malicious instances. Note

Fig. 8. Results of attacks on the Molecular Biology dataset for the fixed (solid
line) and evolving (dashed line) cases.

that the evolving dataset assumption makes the problem tougher
for the attacker, since the statistics of the newly added authentic
instances are unknown to him, and the attack has to be based on
the original training dataset. The figures show that the attacks
are quite successful across all datasets and algorithms. As the
number of added malicious instances increases, the misclassi-
fication increases, as indicated by the classification accuracy
percentage decreasing (note that the classification accuracies
for the datasets and machine-learning algorithms were origi-
nally very high). The attack remains effective even for evolving
datasets, causing the misclassification to be only slightly lower
than in the case of fixed datasets.

For the results described previously, we set the number of
iterations I to 50 in Algorithm 1. To check that this was adequate,
we also used I = 100 in a few cases (thus utilizing twice the
CPU time). However, the misclassifications (which reflect the
efficacy of the attacks) increased by less than 1% (compared to
the 50 iterations case), when 30% malicious data were added
to the training dataset. Since this is not that significant, we
conclude that I = 50 appears to be sufficient for achieving the
attack objectives.

We would like to emphasize that the proposed approach is suc-
cessful without raising suspicion when the attacks are mounted.
One may simply suggest flipping the class labels of the instances
in the training dataset to create malicious instances. However,
not only is such a scheme not efficient when the number of
instances in the training dataset is high, but it might also raise
suspicion. The precision of the proposed scheme (by changing
the number of iterations at the cost of more CPU time) gives
the attacker flexibility to mount attacks based on the resources
available. Moreover, the analysis of statistics in the proposed
approach before devising the attacks makes it applicable to
large datasets. Indeed, when we deal with evolving datasets,
the problem gets tougher since the statistics of the newly added
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TABLE V
COMPARISON OF THE EFFECTIVENESS OF OUR ATTACKS ON THE MACHINE-LEARNING ALGORITHMS CONSIDERED

Attack Thyroid Disease (most to least vulnerable) Breast Cancer (most to least vulnerable)
15% added IB1 BFTree Ridor NBTree MLP SMO MLP IB1 BFTree Ridor NBTree SMO

(9% ) (7% ) (5% ) (4% ) (3% ) (3% ) (14% ) (11% ) (8% ) (4% ) (3% ) (3% )
30% added MLP Ridor BFTree IB1 NBTree SMO MLP BFTree Ridor IB1 NBTree SMO

(20% ) (18% ) (18% ) (16% ) (13% ) (12% ) (26% ) (23% ) (22% ) (18% ) (16% ) (16% )
Acute Inflammations (most to least vulnerable) Echocardiogram (most to least vulnerable)

15% added Ridor BFTree IB1 NBTree MLP SMO Ridor NBTree IB1 MLP BFTree SMO
(9% ) (9% ) (8% ) (8% ) (6% ) (6% ) (8% ) (8% ) (7% ) (6% ) (3% ) (3% )

30% added Ridor BFTree IB1 MLP NBTree SMO NBTree IB1 MLP Ridor BFTree SMO
(21% ) (18% ) (18% ) (14% ) (12% ) (12% ) (20% ) (18% ) (16% ) (16% ) (11% ) (11% )

Molecular Biology (most to least vulnerable)
15% added IB1 BFTree Ridor NBTree MLP SMO Note: Changes in the misclassification percentage compared to

(9% ) (9% ) (7% ) (6% ) (6% ) (5% ) the original dataset, i.e., the effectiveness of attacks, are
30% added BFTree IB1 MLP NBTree Ridor SMO shown in parentheses.

(18% ) (17% ) (15% ) (15% ) (12% ) (12% )

authentic instances are unknown. However, the presented attack
mechanism is still successful in such cases.

Table V presents a comparison of the six machine-learning
algorithms on the five datasets for the case of evolving datasets,
to gauge the vulnerability of these algorithms to poisoning at-
tacks. It looks at the vulnerability half-way during the attack
(when half of the malicious instances are added, i.e., 15% of the
original dataset), and at the end (when all malicious instances
are added, i.e., 30% of the original dataset). The entries in this
table indicate the reductions in the attacked label percentage that
are achieved. The entries are sorted from the most vulnerable
algorithm (left) to the least vulnerable algorithm (right). The
results indicate that, at the end of the attacks, SMO is found to
be the most robust.

In order to further evaluate the efficacy of the proposed at-
tack strategies, we performed experiments on the Breast Cancer
dataset for the six machine-learning algorithms through addition
of pseudorandom malicious instances. These instances are gen-
erated by pseudorandomly choosing the attribute values without
using Algorithm 2 for deriving the malicious instance candi-
dates, i.e., equal weights are given to the subsets with weights
W ≥ 1 within the bins and the other bins are ignored. The exper-
imental results show that after adding 30% malicious instances,
a significant reduction in the success of attacks is seen compared
to the proposed attack approach. Specifically, for MLP, BFTree,
Ridor, IB1, NBTree, and SMO, the effectiveness for the pro-
posed (pseudorandom) attack is, respectively: 26% (16%), 23%
(15%), 22% (13%), 18% (12%), 16% (9%), and 16% (10%).
We note that this type of attack in not completely random as
the cases, for which W < 1, are ignored. The difference in the
effectiveness of the proposed attack and a random attack would
be even more than the above difference with respect to a pseu-
dorandom attack.

IB1 machine learning uses normalized Euclidean distance to
find the training instance closest to the given test instance, and
predicts the same class as this training instance. If multiple in-
stances have the same (smallest) distance to the test instance,
the first one found is used. We also performed experiments us-
ing IBk (k-nearest neighbor classifier in which parameter k can
be optimized to improve classifier performance) for the Breast

Cancer dataset for k = 2, for which slightly better performance
is observed. The results show that the proposed attacks are suc-
cessful with a success rate close to that of IB1 (around 18%
change in the attacked label percentage). We would like to em-
phasize that although the algorithm performance is an important
factor, benchmarking the success of attacks (countermeasures)
with respect to the original performance of the machine-learning
algorithms is our primary focus.

We also experimented with a regression-based logistic classi-
fier, SimpleLogistic [44], for building linear logistic regression
models for the five datasets. After mounting the attacks (adding
30% malicious instances), the decrease in the attacked label
percentages for Thyroid Disease, Breast Cancer, Acute Inflam-
mations, Echocardiogram, and Molecular Biology datasets are
17%, 20%, 18%, 17%, and 16%, respectively. These success
rates put the SimpleLogistic classifier roughly in the middle of
the other classifiers in terms of vulnerability to attacks.

In some applications, when there is incomplete or incoherent
knowledge, e.g., noisy data, classification based on similarity
of objects (termed similarity-based classification) may be used
[45]. In such approaches, a similarity criterion is used to quantify
the similarities among objects by deriving a numerical measure
that is eventually utilized for inference. Accordingly, for n-way
classification, similarity-based classification returns n classes
with which n similarity degrees are associated.

The proposed algorithm-independent attacks can be adapted
to such classification approaches as well. Here, the aforemen-
tioned similarity criterion needs to be converted to a malicious
one so that the incoming new objects have higher similarity de-
grees for a particular attacking class. In other words, the attack
will be directed toward decreasing the similarity degree(s) of
the attacked class(es) and increasing that of the attacking class.
Depending on the method used for deriving the similarity cri-
terion, Algorithms 1 and 2 can be used to mount the attacks.
For instance, if any statistical measure (for the objects getting
compared) is used as the similarity criterion, one may slightly
modify Algorithm 1 to benchmark this measure (as the effec-
tiveness factor) to cause a deviation in the similarity degree of
the attacked class. We would like to emphasize that instead of
attacking the training datasets or their surrogates, the similarity
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criterion is maliciously targeted to reach the attacker’s objectives
in this case.

1) Attacking Without Access to the Training Dataset: Our
experiments so far demonstrate that the proposed attack scheme
can be applied to machine-learning algorithms whose training
datasets are known to the attackers. We now consider the case in
which prior knowledge of the statistics of the training datasets
is not assumed for the attackers. The attack in this case is based
on getting feedback from the machine-learning algorithm to
construct an “artificial” dataset.

For performing experiments in this case, an “artificial” dataset
is created by giving test inputs to the machine-learning al-
gorithm. We note that based on the classification accuracy of
the machine-learning algorithm used, this newly created dataset
may contain a few incorrect class labels. This might cause minor
deviations (based on the misclassification ratio) in the choice of
the malicious instance candidate (see Algorithm 2). Our experi-
ments indicate that after adding malicious data to this “artificial”
dataset, the attack is still quite successful, with the results being
very close to the results obtained through the original approach.
Specifically, for the machine-learning algorithms BFTree (one
of the most vulnerable ones in Table V) and SMO (the least
vulnerable one in Table V), only 1–2% and 2–3% change are
observed in the attacking class misclassification, respectively,
for the five datasets.

We would like to emphasize that this approach is less effective
when the classification accuracy of the machine-learning algo-
rithms is less; nonetheless, due to inaccurate results, typically,
these types of algorithms are not used for sensitive applications.
The presented approach can be applied to other datasets and
machine-learning algorithms as well. Moreover, the attacker
does not necessarily need to know the type of the machine-
learning algorithm used.

2) Attacking Unknown Machine-Learning Algorithms: Our
experiments suggest that the proposed attack scheme can be ap-
plied to a wide range of machine-learning algorithms. However,
in our discussions so far, the machine-learning algorithm used
was assumed to be known to the attacker (recall that Algorithm
1 performs training and validation to evaluate the efficacy of the
malicious instances). Algorithm 1 can be modified to the sce-
nario where the attacker does not know the machine-learning
algorithm used. We eliminate the inner loop in Algorithm 1,
which generates I malicious instance candidates and evaluates
them through training and validation to pick the most suitable
one. Instead, we simply pick each malicious instance candidate
generated by Algorithm 2 and add it to the dataset. The results
of our experiments show that the attacks still succeed, although
they are not as effective as when the attacker knows the algo-
rithm being used. For instance, for the Breast Cancer dataset
and for different machine-learning algorithms, our experiments
show that the effectiveness of the attacks is 8–10% higher when
the machine-learning algorithm is known.

In summary, knowing the machine-learning algorithm used
and performing retraining and validation to select each mali-
cious instance does result in higher attack efficacy. However,
hiding this information does not eliminate the ability of the
attacker to mount poisoning attacks.

3) Adapting the Attacks to Real Patterns: The proposed at-
tacks are effective on datasets whose features (attributes) are
derived through a feature extraction process (which is a reduc-
tion step) from real patterns. However, applying these attacks,
in practice, would require that inputs be generated as real pat-
terns, and not simply in the feature space. We next discuss issues
involved in adapting the proposed attacks to real patterns.

It is possible to create real attack patterns from the malicious
datasets derived through our proposed attacks. We note that
knowledge of the feature extraction scheme is required for this
backward projection. For example, consider the Breast Cancer
dataset whose attributes are the tissue physical/chemical char-
acteristics, e.g., clump thickness or uniformity of cell size, in the
patterns from the reports of clinical cases. Once the proposed
attacks result in malicious training datasets that are represented
in the attribute space, one could generate real patterns, i.e.,
synthetic clinical reports that exhibit the maliciously chosen tis-
sue characteristics. However, these patterns are not necessarily
unique, i.e., there might be more than one malicious pattern
corresponding to a malicious attribute vector. Moreover, one
can attack patterns directly by maliciously targeting parts of the
clinical reports corresponding to the target attributes.

Let us consider and elaborate upon two scenarios for the
aforementioned dataset, i.e., Breast Cancer. In the first scenario,
assuming that the feature extraction process is known (tissue
physical/chemical characteristics), removing or adding values
for tissue characteristics in order to create malicious patterns
is equivalent to changing the feature vectors. In fact, one can
construct attack patterns exhibiting the same feature values of
a malicious instance used in the attacks; thus, simulating the
attacks can be performed by directly modifying the feature vec-
tors instead of the patterns [16]. In the second scenario, consider
dealing with more than one feature extraction method for the
patterns used for different applications to create different fea-
ture sets. In this case, the attacker needs to target the union
of features of these methods for the attacks, e.g., a number of
tissue characteristics sets for different methods. This, in turn,
would increase the number of changes needed by the attack-
ers in the real patterns to cover the feature sets (typically, the
intersection of these feature sets is large). In summary, we be-
lieve that the feature vectors generated by the proposed attacks
are typically extensible to real patterns; nevertheless, solving
the general problem of generating real patterns is outside the
scope of our study and is an interesting future research topic.

4) Attacking n-Way Classification: So far, we have pre-
sented results for two-way classifications. However, our attack
scheme can be generalized to n-way classification in a straight-
forward manner. For example, let us consider a four-way classifi-
cation problem based on the Hypothyroid dataset from UCI [46]
in which class labels are negative, compensated-hypothyroid,
primary-hypothyroid, and secondary-hypothyroid. In this case,
an attacker can mount the proposed attack using the structure
shown in Fig. 9, in which the objective of the attack is misclas-
sification of the three attacked class labels (Classes 1, 3, and
4) toward the attacking compensated-hypothyroid label (Class
2). Table VI shows the results of the mounted attacks for the
NBTree machine-learning algorithm. After adding around 20%
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Fig. 9. Attack structure for a four-way classification problem, e.g., on the
Hypothyroid dataset.

TABLE VI
ATTACK RESULTS FOR THE HYPOTHYROID DATASET AFTER ADDING 20%

MALICIOUS INSTANCES

Attack Class 1 2 (attacking) 3 4

Before 92% 4% 2% 2%
After 80% 18% 1% 1%

malicious instances to the training dataset based on Algorithms
1 and 2, classification results on the validation set show a sig-
nificant bias toward the attacking class label (from 4% to 18%).

D. Countermeasures Against Poisoning Attacks

In this section, we present a countermeasure to the proposed
poisoning attacks. The proposed method is based on periodically
constructing a model using the training dataset, evaluating its
accuracy on the validation dataset, and raising an alarm in case of
any suspicious change in the accuracy metrics. The effectiveness
of the presented countermeasure suggests devising attacks that
are resistant to such methods, capable of circumventing these
countermeasures. While several metrics are used to evaluate the
accuracy of classification, we consider the following two in our
study.

1) Correctly classified instances (CCI): This statistic indi-
cates the fraction of instances that are classified correctly
in an n-way classification (the higher the CCI value, the
better the classification).

2) Kappa statistic [47]: This statistic measures relative im-
provement over random predictors, i.e., it is a measure of
how good the classifier is compared to a random classifier
(the higher the Kappa statistic, the better the classifica-
tion).

The proposed countermeasure is described in Algorithm 3.
For any chosen accuracy metric, the user first computes a
“golden” value by building a model when the dataset is in a
trusted state and evaluating the model on a fixed validation set
(note that the validation set does not evolve as new data are added
to the training dataset). The user then sets a threshold value for
the accuracy metric that is lower than the golden value. The
model is periodically regenerated from the training dataset and
evaluated on the validation set. An alarm is raised if the accu-

Algorithm 3 Presented countermeasure.

1:Input: Evolving Dataset D ∈ (χ,Υ) with N + X
instances, validation dataset V .
2:Output: Attack flag AF .
3:Begin
4: Set a threshold for the accuracy metrics, e.g., CCI or
Kappa statistic
5: Obtain accuracy metrics for V after building the model
through D
6: While the accuracy metrics have not reached the set
threshold, compute the accuracy metrics
7: If any of the thresholds is reached, set AF=1
8:End
9:Return: AF .

racy falls below the threshold value. The choice of the threshold
value trades off the sensitivity of the countermeasure to attacks
with the likelihood of false alarms due to natural variations in the
benign data added to the dataset. In addition to absolute values
of accuracy metrics, users can also track the rates of change of
these metrics as new instances are added to the training dataset.

The changes in accuracy metrics for the attacks on the six
machine-learning algorithms and the five evolving datasets pre-
sented earlier in this section are given in Table VII. The values
tabulated correspond to the half-way and the end of the attacks
(i.e., 15% and 30% increase in the dataset, respectively). The
lowest and the second lowest changes shown for each metric are
depicted by “++” and “+,” respectively. Based on these values,
we would draw the same conclusion that we drew earlier from
Table V, i.e., SMO is the most difficult to attack (note that the
degradation in the values of these metrics is the least; among
the six algorithms, it maintains the highest accuracy under the
attacks).

For setting a threshold value for accuracy metrics, e.g., CCI,
a conservative rule of thumb could be to allow a 10% devi-
ation from the original value after mounting the attacks. The
reason for such a choice is that in our experiments, classifica-
tion accuracies were found to be higher than 90% (inaccuracies
of less than 10%), and thus, a 10% deviation would be close
to twice the inaccuracies in many cases, reducing the chance of
encountering false alarms. However, this choice is highly depen-
dent on the context and datasets. Hence, we have not specified
a fixed threshold for the countermeasure experiments. Based
on the results shown in Table VII, with such a conservative
threshold, all the attacks are detected after adding 30% mali-
cious instances. However, except for two cases for the Breast
Cancer dataset, none are detected after adding 15% malicious
instances. The threshold could be tailored dynamically to trade
off countermeasure sensitivity to attacks with the likelihood of
false alarms.

Table VII shows changes in the two chosen accuracy metrics,
i.e., CCI and Kappa, when the proposed attacks are mounted.
One can set thresholds for these accuracy metrics to change the
sensitivity of the countermeasures. On the other hand, Table V
shows success results for the proposed attack, where success
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TABLE VII
CHANGE IN ACCURACY METRICS UNDER POISONING ATTACKS

Attack Thyroid Disease Breast Cancer
Metric SMO NBTree BFTree MLP Ridor IB1 Metric SMO NBTree BFTree MLP Ridor IB1

15% added CCI 3%++ 4%+ 7% 3%++ 5% 9% CCI 3%++ 3%++ 8%+ 14% 4%+ 11%
Kappa 8%++ 10%+ 18% 8%++ 13% 24% Kappa 8%++ 8%++ 20% 35% 10%+ 26%

30% added CCI 12%++ 13%+ 18% 20% 18% 16% CCI 12%++ 13%++ 18% 20% 18% 16%
Kappa 32%++ 34%+ 47% 52% 47% 42% Kappa 30%++ 32%+ 45% 50% 45% 40%

Acute Inflammations Echocardiogram
15% added CCI 6%++ 8%+ 9% 6%++ 9% 8%+ CCI 3%++ 8% 3%++ 6%+ 8% 7%

Kappa 15%++ 20%+ 22% 15%++ 22% 20%+ Kappa 8%++ 20% 8%++ 15%+ 20% 17%
30% added CCI 12%++ 12%++ 18% 14%+ 21% 18% CCI 11%++ 20% 11%++ 16%+ 16%+ 18%

Kappa 30%++ 30%++ 45% 35%+ 52% 45% Kappa 26%++ 50% 26%++ 40%+ 40%+ 45%
Molecular Biology

15% added CCI 5%++ 6%+ 9% 6%+ 7% 9% Note: The lowest and the second to lowest changes
Kappa 13%++ 15%+ 22% 15%+ 18% 22% in each of the statistics are depicted

30% added CCI 12%++ 15%+ 18% 15%+ 12%++ 17% by “++” and “+,” respectively.
Kappa 30%++ 36%+ 45% 36%+ 30%++ 43%

is defined as maliciously increasing the classification ratio of
the instances in the attacking class to the ones in the attacked
class. This is why the CCI accuracy metric in Table VII is
higher for the cases in which the attack is less successful in
Table V. However, we emphasize that in other attack scenarios,
e.g., misclassification of the instances in the two classes without
necessarily increasing the classification ratio of the attacking
class to the attacked class, results in Table VII can be used to
raise an alarm even in the absence of a direct correlation to the
classification ratio, which the results in Table V are based on.
Thus, the results in these two tables complement each other.

We note that the differences in robustness or vulnerability
of the machine-learning algorithms to our proposed attacks are
analogous to the dissimilar effects of noise on different machine-
learning algorithms [10], [11]. Finally, the presented counter-
measures could be used to counteract nonmalicious changes in
the classification accuracy as well. Moreover, if such changes
are intended, over time, the golden validation dataset needs to
be updated to reflect the changes in the training dataset.

V. CONCLUSION

In this paper, we proposed systematic attack schemes for
mounting poisoning attacks against machine-learning algo-
rithms used for medical datasets, and suggested countermea-
sures against them. A key feature of the proposed attack schemes
is that they can be applied to a wide range of machine-learning
algorithms, even when the machine-learning algorithm is un-
known. We evaluated the effectiveness of the attacks against six
machine-learning algorithms and five datasets [Thyroid Dis-
ease, Breast Cancer, Acute Inflammations, Echocardiogram,
and Molecular Biology (Splice-junction Gene Sequences)], and
ranked the algorithms based on their ability to withstand the
attacks. We then presented countermeasures against these at-
tacks and evaluated their effectiveness. Finally, we identified
the machine-learning algorithms that are easiest to defend. We
hope that our results will spur further research efforts on under-
standing and countering poisoning attacks on machine learning.
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