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How to HW Reconfigurable
• Not SW
• Change structure
– Change connections among components
– Change logic functions of components
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History – Simple Programmable Logic

Source: Wikipedia

PAL
PLA
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History – Complex Programmable Logic
• Built on top of SPL
• Suitable for small scale applications
• Coarse-grained programmability
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FPGAs – Generic Architecture

Also include common 
fixed logic blocks for 
higher performance:
• On-chip mem.
• DSP/Multiplier
• Fast arithmetic logic
• Microprocessors
• Communication logic

2.2 Programming Technologies 9

Fig. 2.1 Overview of FPGA architecture [22]

2.2.1 SRAM-Based Programming Technology

Static memory cells are the basic cells used for SRAM-based FPGAs. Most commer-
cial vendors [76, 126] use static memory (SRAM) based programming technology
in their devices. These devices use static memory cells which are divided throughout
the FPGA to provide configurability. An example of such memory cell is shown
in Fig. 2.2. In an SRAM-based FPGA, SRAM cells are mainly used for following
purposes:

1. To program the routing interconnect of FPGAs which are generally steered by
small multiplexors.

2. To program Configurable Logic Blocks (CLBs) that are used to implement logic
functions.

SRAM-based programming technology has become the dominant approach for
FPGAs because of its re-programmability and the use of standard CMOS process
technology and therefore leading to increased integration, higher speed and lower
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Programming Technologies
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Programming Technologies: Fuses
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Programming Technologies: Fuses
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Programming Technologies: Anti-fuses
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Programming Technologies: Anti-fuses
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Programming Technologies: FLASH

floating gate
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Programming Technologies: SRAM

SRAM

Transistor

1

Open Closed

0
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Static RAM Cell
10 2 FPGA Architectures: An Overview

Fig. 2.2 Static memory cell

dynamic power consumption of new process with smaller geometry. There are how-
ever a number of drawbacks associated with SRAM-based programming technology.
For example an SRAM cell requires 6 transistors which makes the use of this tech-
nology costly in terms of area compared to other programming technologies. Further
SRAM cells are volatile in nature and external devices are required to permanently
store the configuration data. These external devices add to the cost and area overhead
of SRAM-based FPGAs.

2.2.2 Flash Programming Technology

One alternative to the SRAM-based programming technology is the use of flash
or EEPROM based programming technology. Flash-based programming technol-
ogy offers several advantages. For example, this programming technology is non-
volatile in nature. Flash-based programming technology is also more area efficient
than SRAM-based programming technology. Flash-based programming technology
has its own disadvantages also. Unlike SRAM-based programming technology, flash-
based devices can not be reconfigured/reprogrammed an infinite number of times.
Also, flash-based technology uses non-standard CMOS process.

2.2.3 Anti-fuse Programming Technology

An alternative to SRAM and flash-based technologies is anti-fuse programming tech-
nology. The primary advantage of anti-fuse programming technology is its low area.
Also this technology has lower on resistance and parasitic capacitance than other two
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12 2 FPGA Architectures: An Overview

Fig. 2.3 Basic logic element (BLE) [22]

by all the BLEs in the cluster. Modern FPGAs contain typically 4 to 10 BLEs in
a single cluster. Although here we have discussed only basic logic blocks, many
modern FPGAs contain a heterogeneous mixture of blocks, some of which can only
be used for specific purposes. Theses specific purpose blocks, also referred here as
hard blocks, include memory, multipliers, adders and DSP blocks etc. Hard blocks
are very efficient at implementing specific functions as they are designed optimally
to perform these functions, yet they end up wasting huge amount of logic and routing
resources if unused. A detailed discussion on the use of heterogeneous mixture of
blocks for implementing digital circuits is presented in Chap. 4 where both advantages
and disadvantages of heterogeneous FPGA architectures and a remedy to counter the
resource loss problem are discussed in detail.

2.4 FPGA Routing Architectures

As discussed earlier, in an FPGA, the computing functionality is provided by its
programmable logic blocks and these blocks connect to each other through pro-
grammable routing network. This programmable routing network provides routing

Basic Logic Elements 
(BLEs)

Basic component 
that can be 
programmed to 
logic functions and 
provide storage.
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Lookup Tables (LUTs)
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x y Commercial FPGAs
• Xilinx: 6-LUT
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• Microsemi: 4-LUT
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LUT = Programmable Truth Table
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NAND
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NOR
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XOR
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z = y 
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Features of LUTs
• A LUT is a piece of RAM.
– Can be configured as distributed RAM in Xilinx.
– Can be configured as shift registers.

• A n-LUT can implement any n-input logic 
functions.
– Logic minimization should reduce the number of 

inputs, not logical operators.
• All logic functions implemented by a n-LUT have 

the same propagation delay. 
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Look-up-tables (LUTs)
• Why aren�t FPGAs just a big LUT?

– Size of truth table grows exponentially based on # of inputs
• 3 inputs = 8 rows, 4 inputs = 16 rows, 5 inputs = 32 rows, etc.

– Same number of rows in truth table and LUT
– LUTs grow exponentially based on # of inputs

• Number of SRAM bits in a LUT = 2i * o
– i = # of inputs, o = # of outputs
– Example: 64 input combinational logic with 1 output would require 264

SRAM bits
• 1.84 x 1019  SRAM bits required.

• Large LUT à long latency
• Clearly, not feasible to use large LUTs

– So, how do FPGAs implement logic with many inputs?
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Look-up-tables (LUTs)
• Map circuits onto multiple LUTs

– Divide circuit into smaller circuits that fit in LUTs (same # of inputs and 
outputs)

– Example: 2-input LUTs
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Sequential Logic
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Configurable Logic Blocks2.4 FPGA Routing Architectures 13

Fig. 2.4 A configurable logic
block (CLB) having four
BLEs [22]

connections among logic blocks and I/O blocks to implement any user-defined circuit.
The routing interconnect of an FPGA consists of wires and programmable switches
that form the required connection. These programmable switches are configured
using the programmable technology.

Since FPGA architectures claim to be potential candidate for the implementation
of any digital circuit, their routing interconnect must be very flexible so that they
can accommodate a wide variety of circuits with widely varying routing demands.
Although the routing requirements vary from circuit to circuit, certain common char-
acteristics of these circuits can be used to optimally design the routing interconnect of
FPGA architecture. For example most of the designs exhibit locality, hence requiring
abundant short wires. But at the same time there are some distant connections, which
leads to the need for sparse long wires. So, care needs to be taken into account while
designing routing interconnect for FPGA architectures where we have to address
both flexibility and efficiency. The arrangement of routing resources, relative to the
arrangement of logic blocks of the architecture, plays a very important role in the
overall efficiency of the architecture. This arrangement is termed here as global rout-
ing architecture whereas the microscopic details regarding the switching topology
of different switch blocks is termed as detailed routing architecture. On the basis of
the global arrangement of routing resources of the architecture, FPGA architectures
can be categorized as either hierarchical [4] or island-style [22]. In this section, we
present a detailed overview of both routing architectures.

Number of BLEs are grouped 
with a local network in order 
to implement functions with 
a large number of inputs and 
multiple outputs.

More efficient to implement 
logic functions with common I/O. 

Save routing resources. 
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Configurable Logic Blocks (CLBs)
Example: Ripple-carry 
adder
– Each LUT implements 1 

full adder
– Use efficient 

connections between 
LUTs for carry signals
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Programmable Interconnect
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FPGA Routing Architectures14 2 FPGA Architectures: An Overview

Fig. 2.5 Overview of mesh-based FPGA architecture [22]

2.4.1 Island-Style Routing Architecture

Figure 2.5 shows a traditional island-style FPGA architecture (also termed as mesh-
based FPGA architecture). This is the most commonly used architecture among
academic and commercial FPGAs. It is called island-style architecture because in
this architecture configurable logic blocks look like islands in a sea of routing inter-
connect. In this architecture, configurable logic blocks (CLBs) are arranged on a 2D
grid and are interconnected by a programmable routing network. The Input/Output
(I/O) blocks on the periphery of FPGA chip are also connected to the programmable
routing network. The routing network comprises of pre-fabricated wiring segments
and programmable switches that are organized in horizontal and vertical routing
channels.

The routing network of an FPGA occupies 80–90% of total area, whereas the logic
area occupies only 10–20% area [22]. The flexibility of an FPGA is mainly dependent
on its programmable routing network. A mesh-based FPGA routing network consists
of horizontal and vertical routing tracks which are interconnected through switch
boxes (SB). Logic blocks are connected to the routing network through connection
boxes (CB). The flexibility of a connection box (Fc) is the number of routing tracks
of adjacent channel which are connected to the pin of a block. The connectivity of
input pins of logic blocks with the adjacent routing channel is called as Fc(in); the
connectivity of output pins of the logic blocks with the adjacent routing channel is
called as Fc(out). An Fc(in) equal to 1.0 means that all the tracks of adjacent routing
channel are connected to the input pin of the logic block. The flexibility of switch
box (Fs) is the total number of tracks with which every track entering in the switch

Must be flexible to 
accommodate various 
circuit implementations.  
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Connection Boxes

2.4 FPGA Routing Architectures 15

Fig. 2.6 Example of switch
and connection box

box connects to. The number of tracks in routing channel is called the channel width
of the architecture. Same channel width is used for all horizontal and vertical routing
channels of the architecture. An example explaining the switch box, connection box
flexibilities, and routing channel width is shown in Fig. 2.6. In this figure switch box
has Fs = 3 as each track incident on it is connected to 3 tracks of adjacent routing
channels. Similarly, connection box has Fc(in) = 0.5 as each input of the logic block
is connected to 50% of the tracks of adjacent routing channel.

The routing tracks connected through a switch box can be bidirectional or uni-
directional (also called as directional) tracks. Figure 2.7 shows a bidirectional and a
unidirectional switch box having Fs equal to 3. The input tracks (or wires) in both
these switch boxes connect to 3 other tracks of the same switch box. The only lim-
itation of unidirectional switch box is that their routing channel width must be in
multiples of 2.

Generally, the output pins of a block can connect to any routing track through
pass transistors. Each pass transistor forms a tristate output that can be indepen-
dently turned on or off. However, single-driver wiring technique can also be used
to connect output pins of a block to the adjacent routing tracks. For single-driver
wiring, tristate elements cannot be used; the output of block needs to be connected
to the neighboring routing network through multiplexors in the switch box. Modern
commercial FPGA architectures have moved towards using single-driver, directional
routing tracks. Authors in [51] show that if single-driver directional wiring is used
instead of bidirectional wiring, 25% improvement in area, 9% in delay and 32% in
area-delay can be achieved. All these advantages are achieved without making any
major changes in the FPGA CAD flow.

In mesh-based FPGAs, multi-length wires are created to reduce delay. Figure2.8
shows an example of different length wires. Longer wire segments span multiple
blocks and require fewer switches, thereby reducing routing area and delay. How-
ever, they also decrease routing flexibility, which reduces the probability to route a
hardware circuit successfully. Modern commercial FPGAs commonly use a combi-
nation of long and short wires to balance flexibility, area and delay of the routing
network.

SRAM

Programmable switches
32



Connection Boxes
• Flexibility – the number of wires a CLB 

input/output can connect to

33

CLB CLB CLB CLB

Flexibility = 2 Flexibility = 3

*Dots represent possible connections



Switch Boxes
16 2 FPGA Architectures: An Overview

Fig. 2.7 Switch block, length 1 wires [51]

Fig. 2.8 Channel segment distribution

2.4.1.1 Altera’s Stratix II Architecture

Until now, we have presented a general overview about island-style routing archi-
tecture. Now we present a commercial example of this kind of architectures.
Altera’s Stratix II [106] architecture is an industrial example of an island-style
FPGA (Fig. 2.9). The logic structure consists of LABs (Logic Array Blocks),
memory blocks, and digital signal processing (DSP) blocks. LABs are used to

R

January 6, 1999 (Version 1.4) 4-13

Spartan and SpartanXL Families Field Programmable Gate Arrays

4

CLB Routing Channels
The routing channels around the CLB are derived from
three types of interconnects; single-length, double-length,
and longlines. At the intersection of each vertical and hori-
zontal routing channel is a signal steering matrix called a
Programmable Switch Matrix (PSM). Figure 8 shows the
basic routing channel configuration showing single-length
lines, double-length lines and longlines as well as the CLBs
and PSMs. The CLB to routing channel interface is shown
as well as how the PSMs interface at the channel intersec-
tions.

CLB Interface
A block diagram of the CLB interface signals is shown in
Figure 9. The input signals to the CLB are distributed
evenly on all four sides providing maximum routing flexibil-
ity. In general, the entire architecture is symmetrical and
regular. It is well suited to established placement and rout-
ing algorithms. Inputs, outputs, and function generators can
freely swap positions within a CLB to avoid routing conges-
tion during the placement and routing operation. The
exceptions are the clock (K) input and CIN/COUT signals.
The K input is routed to dedicated global vertical lines as
well as 4 single-length lines and is on the left side of the
CLB. The CIN/COUT signals are routed through dedicated
interconnects which do not interfere with the general rout-
ing structure. The output signals from the CLB are available
to drive both vertical and horizontal channels.

Programmable Switch Matrices
The horizontal and vertical single- and double-length lines
intersect at a box called a programmable switch matrix
(PSM). Each PSM consists of programmable pass transis-
tors used to establish connections between the lines (see
Figure 10).

For example, a single-length signal entering on the right
side of the switch matrix can be routed to a single-length
line on the top, left, or bottom sides, or any combination
thereof, if multiple branches are required. Similarly, a dou-
ble-length signal can be routed to a double-length line on
any or all of the other three edges of the programmable
switch matrix.

Single-Length Lines
Single-length lines provide the greatest interconnect flexi-
bility and offer fast routing between adjacent blocks. There
are eight vertical and eight horizontal single-length lines
associated with each CLB. These lines connect the switch-
ing matrices that are located in every row and column of
CLBs.

Figure 9:   CLB Interconnect Signals
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CLB

F4

F3

G3

C3

Y

YQC4

C1

G1

F1

X

CIN

G
2F2XQ C2

K

G
4

COUT

Figure 10:   Programmable Switch Matrix
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Segmented Routing

16 2 FPGA Architectures: An Overview

Fig. 2.7 Switch block, length 1 wires [51]

Fig. 2.8 Channel segment distribution

2.4.1.1 Altera’s Stratix II Architecture

Until now, we have presented a general overview about island-style routing archi-
tecture. Now we present a commercial example of this kind of architectures.
Altera’s Stratix II [106] architecture is an industrial example of an island-style
FPGA (Fig. 2.9). The logic structure consists of LABs (Logic Array Blocks),
memory blocks, and digital signal processing (DSP) blocks. LABs are used to

• Short wires: many, local connections.
• Long wires: few, low latency, carrying global signals
• Dedicated long wires for clock/reset signals
• Optimal routing should use minimal number of 

programmable connections
35



Hierarchical Routing Architecture2.4 FPGA Routing Architectures 21

Fig. 2.13 Hierarchical FPGA topology

2.4.2.2 HSRA: Hierarchical Synchronous Reconfigurable Array

An example of an academic hierarchical routing architecture is shown in Fig. 2.14.
It has a strictly hierarchical, tree-based interconnect structure. In this architecture,
the only wire segments that directly connect to the logic units are located at the
leaves of the interconnect tree. All other wire segments are decoupled from the logic
structure. A logic block of this architecture consists of a pair of 2-input Look Up
Table (2-LUT) and a D-type Flip Flop (D-FF). The input-pin connectivity is based on
a choose-k strategy [4], and the output pins are fully connected. The richness of this
interconnect structure is defined by its base channel width c and interconnect growth
rate p . The base channel width c is defined as the number of tracks at the leaves of the
interconnect Tree (in Fig. 2.14, c = 3). Growth rate p is defined as the rate at which
the interconnect bandwidth grows towards the upper levels. The interconnect growth
rate can be realized either using non-compressing or compressing switch blocks. The
details regarding these switch blocks is as follows:

• Non-compressing (2:1) switch blocks—The number of tracks at the upper level
are equal to the sum of the number of tracks of the children at lower level. For
example, in Fig. 2.14, non-compressing switch blocks are used between levels 1,
2 and levels 3, 4.

• Compressing (1:1) switch blocks—The number of tracks at the upper level are
equal to the number of tracks of either child at the lower level. For example, in
Fig. 2.14, compressing switch blocks are used between levels 2 and 3.

A repeating combination of non-compressing and compressing switch blocks can
be used to realize any value of p less than one. For example, a repeating pattern of
(2:1, 1:1) switch blocks realizes p = 0.5, while the pattern (2:1, 2:1, 1:1) realizes
p = 0.67. An architecture that has only 2:1 switch blocks provides a growth rate of
p = 1.

Another hierarchical routing architecture is presented in [132] where the global
routing architecture (i.e. the position of routing resources relative to logic resources

Most designs display locality of connections – hierarchical routing architecture.
36
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FPGA Configuration
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How to get a bitstream into FPGA?



FPGA Configuration
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FPGA Configuration
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FPGA Configuration – After 
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Configuration Comes at a Cost

4-6 T

1T

SRAM

+ Configuration circuitry
+ Error detection/correction
+ Security features

6T SRAM

4T SRAM

https://en.wikipedia.org/wiki/Static_random-
access_memory
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FPGA 
Design Flow
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FPGA CAD Flow
• Input: 
– A circuit (netlist)

• Output: 
– FPGA configuration bitstream

• Main (Algorithmic) Stages: 
– Logic synthesis/optimization
– Technology mapping
– Packing/placement
– Routing
– Bitstream generation
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Computing Technologies
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HW, SW, and FPGA
• Traditional approaches to computation: HW & SW
• HW (ASICs)
– Fixed on a particular application
– Efficient: performance, silicon area, power
– Higher cost/per application

• SW (microprocessors)
– Used in many applications
– Less efficient: performance, silicon area, power
– Lower cost/per application

46



HW, SW, and FPGA
• Field Programmable Gate Arrays (FPGAs)
– Spatial computing: similar to HW
– Reprogrammable: similar to SW
– Faster than SW and more flexible than HW
– Harder to program than SW
– Less efficient than HW: performance, power 

consumption & silicon area
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Temporal vs Spatial Computing  (SW vs. HW)

48
4Texas A&M University

Why is Hardware Faster Than Software?

• Spatial vs. Temporal Computation
– Processors  divide computation across time, dedicated hardware 

divides across space 
– But dedicated hardware is hardwired for a specific task.

t1

t2
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B

C

t1 = x
t2 = t1 * A
t2 = t2 + B
t2 = t2 * t1
y  = t2 + C

Temporal Computation

* *

* +

+

x
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B

C

Spatial Computation

y = Ax  + Bx + C2

Y



Why SW is Slower?
• Generality: 
– Instruction set may not provide the operations your program 

needs 
– Processors provide hardware that may not be useful in every 

program or in every cycle of a given program: Multipliers, 
Dividers 

• Instruction Memory 
– Program instructions and intermediate results stored in 

memory. 
– Accessing memory is very slow.

• Bit Width Mismatches 
– General purpose processors have a fixed bit width, and all 

computations are performed on that many bits 
49



SW or FPGA?
• CPUs – cheaper, faster, sequential, fix data format
– Sequential, control-oriented applications

• FPGA – costlier, slower, parallel, custom data op.
– Applications with data parallelism

• FPGA wins if

50

(programming + exec time)FPGA <= (compilation + exec time)CPU



How about ASIC HW?
• Dedicated -> not programmable.
• Takes long time and high cost to design and 

develop (typical processor takes a handful of years 
to design, with design teams of a few hundred 
engineers) 
– High non-recurring cost (NRE) -> very expensive! 

• Justification for high cost:  high volume 
applications, or high-performance is more desired 

51



ASIC vs FPGA48 2 FPGA Architectures: An Overview

Fig. 2.28 Comparison of different solutions used to reduce ASIC and FPGA drawbacks

property, and can be a possible future extension for the migration of FPGA-based
applications to Structured-ASIC. Thus when an FPGA-based product is in the final
phase of its development cycle, and if the set of circuits to be mapped on the FPGA are
known, the FPGA can be reduced to an ASIF for the given set of application designs.
This book presents a new tree-based ASIF and a detailed comparison of tree-based
ASIF is performed with mesh-based ASIF. This book also presents automatic layout
generation techniques for domain-specific FPGA and ASIF architectures.
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ASIC vs FPGA
• Time-to-Market
– FPGA 6-12 month shorter

• Cost
– FPGA much less expensive in low-volume applications

• Development time
– FPGA shorter as no need to fabricate

• Power consumption
– ASIC is better – no need to run SRAMs

• Debug and Verification
– FPGA easier – direct test in-device

53



Instance–Specific Design
• ASIC targets a particular application
• ASIC more efficient than FPGA in application
• FPGA can be more efficient if it is customized to 

particular instances of an application
– Encryption design for specific password
– reduce area/power, higher performance 

• Customizations
– Data width
– Constant folding
– Function adaptation

54



Applications
• Low-cost customizable digital circuitry
– Can be used to make any type of digital circuit.
– Rapid with product development with design software. 

Upgradable.
• High-performance computing 
– Complex algorithms are off-loaded to an FPGA co-processor. 
– Application-specific hardware
– FPGAs are inherently parallel and can have very efficient 

hardware algorithms: typical speed increase is x10 - x100. 
• Evolvable hardware
– Hardware can change its own circuitry. 
– Neural Networks. 

• Digital Signal Processing
55



Reading
• Paper at 

http://www.cse.usf.edu/~haozheng/teaching/cda4253/
FPGA Architectures: An Overview

Section 2.1, 2.2, 2.3, 2.4 (skip 2.4.1.1, 2.4.2.2, 2.4.2.3),
Skim 2.6
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Xilinx FPGA Architecture

Spartan-3 FPGA Family: Introduction and Ordering Information

DS099 (v3.1) June 27, 2013 www.xilinx.com
Product Specification 3

Architectural Overview
The Spartan-3 family architecture consists of five fundamental programmable functional elements:

• Configurable Logic Blocks (CLBs) contain RAM-based Look-Up Tables (LUTs) to implement logic and storage 
elements that can be used as flip-flops or latches. CLBs can be programmed to perform a wide variety of logical 
functions as well as to store data. 

• Input/Output Blocks (IOBs) control the flow of data between the I/O pins and the internal logic of the device. Each IOB 
supports bidirectional data flow plus 3-state operation. Twenty-six different signal standards, including eight 
high-performance differential standards, are available as shown in Table 2. Double Data-Rate (DDR) registers are 
included. The Digitally Controlled Impedance (DCI) feature provides automatic on-chip terminations, simplifying board 
designs. 

• Block RAM provides data storage in the form of 18-Kbit dual-port blocks.

• Multiplier blocks accept two 18-bit binary numbers as inputs and calculate the product.

• Digital Clock Manager (DCM) blocks provide self-calibrating, fully digital solutions for distributing, delaying, multiplying, 
dividing, and phase shifting clock signals.

These elements are organized as shown in Figure 1. A ring of IOBs surrounds a regular array of CLBs. The XC3S50 has a 
single column of block RAM embedded in the array. Those devices ranging from the XC3S200 to the XC3S2000 have two 
columns of block RAM. The XC3S4000 and XC3S5000 devices have four RAM columns. Each column is made up of several 
18-Kbit RAM blocks; each block is associated with a dedicated multiplier. The DCMs are positioned at the ends of the outer 
block RAM columns. 

The Spartan-3 family features a rich network of traces and switches that interconnect all five functional elements, 
transmitting signals among them. Each functional element has an associated switch matrix that permits multiple connections 
to the routing.

Configuration
Spartan-3 FPGAs are programmed by loading configuration data into robust reprogrammable static CMOS configuration 
latches (CCLs) that collectively control all functional elements and routing resources. Before powering on the FPGA, 
configuration data is stored externally in a PROM or some other nonvolatile medium either on or off the board. After applying 

X-Ref Target - Figure 1

Figure 1: Spartan-3 Family Architecture

DS099-1_01_032703

Notes: 
1. The two additional block RAM columns of the XC3S4000 and XC3S5000 devices 

are shown with dashed lines. The XC3S50 has only the block RAM column on the 
far left.
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Xilinx 7-Series FPGA Architecture

Hi-performance Serial I/O 
Connectivity
Transceiver Technology

Hi-performance Serial I/O 
Connectivity
Transceiver Technology

DSP Slices

Precise, Low Jitter Clocking

On-Chip block RAM On-Chip block RAM

Logic Fabric Logic Fabric
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Xilinx 7-Series Family

60
7 Series FPGA Overview  -  2 © Copyright 2011 Xilinx 

7 Series FPGA Families 

Logic Cells 
Block RAM 
DSP Slices 
Peak DSP Perf. 
Transceivers 
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Performance 
Memory Performance 

I/O Pins 

I/O Voltages 

Lowest Power  
and Cost 

Industry’s Best 
Price/Performance 
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Xilinx Artix-7
• Low end 7-series FPGA manufactured using 28nm
• Based on 6-input LUT
– Configurable as distributed memory

• Support DDR3 memory interfaces
• High-speed serial interfaces supporting multi-

gigabit communications
• On-chip DSPs, multipliers, and block RAMs
• Clock management tiles to provide high precise 

and low jitter clock signals
61



Xilinx Artix-7 - CLBs

• 8 6-LUTs
• 16 FFs
• 2 carry chains
• 256b distributed RAM
• 128b shift register

7 Series FPGAs CLB User Guide www.xilinx.com 9
UG474 (v1.7) November 17, 2014

Chapter 1

Overview

CLB Overview
The 7 series configurable logic block (CLB) provides advanced, high-performance FPGA 
logic:

• Real 6-input look-up table (LUT) technology

• Dual LUT5 (5-input LUT) option

• Distributed Memory and Shift Register Logic capability

• Dedicated high-speed carry logic for arithmetic functions

• Wide multiplexers for efficient utilization

CLBs are the main logic resources for implementing sequential as well as combinatorial 
circuits. Each CLB element is connected to a switch matrix for access to the general routing 
matrix (shown in Figure 1-1). A CLB element contains a pair of slices.

The LUTs in 7 series FPGAs can be configured as either a 6-input LUT with one output, or 
as two 5-input LUTs with separate outputs but common addresses or logic inputs. Each 
5-input LUT output can optionally be registered in a flip-flop. Four such 6-input LUTs and 
their eight flip-flops as well as multiplexers and arithmetic carry logic form a slice, and two 
slices form a CLB. Four flip-flops per slice (one per LUT) can optionally be configured as 
latches. In that case, the remaining four flip-flops in that slice must remain unused.

X-Ref Target - Figure 1-1

Figure 1-1: Arrangement of Slices within the CLB
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• The abundant FFs can be used to improve design 
performance with pipelining.
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Introduction

Introduction
The configurable logic block (CLB) is the core of the logic structure of Xilinx FPGAs. 
Within a CLB reside slices that consist of look-up tables (LUTs), carry chains, and 
registers. These slices can be configured to perform logical functions, arithmetic 
functions, memory functions, and shift register functions. Over the years, the quantity 
of resources within a CLB has evolved to continuously provide the optimum 
capability at the right cost. The original Virtex® and Spartan®-II architectures, which 
were introduced around the turn of the millennium, provided a CLB consisting of two 
slices, where a slice contained two four-input LUTs and two registers. Since then, a 
slice has changed significantly—in 7 series FPGAs, a slice consists of four six-input 
LUTs (LUT6) and eight registers, as shown in Figure 1. 
X-Ref Target - Figure 1

Figure 1: Slice Architecture in 7 Series FPGAs
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• 4 6-LUTs
• 8 FFs
• Carry logic for fast addition
• Other local wires w/o global 

routing 
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Common Slice Resource Usage
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Logical functions that do not share inputs can be created within a single LUT. The A6 
input to the LUT is tied High to enable dual LUT mode, leaving the remaining five 
inputs to the LUT available for independent logical functions. For example, a 
two-input function and a three-input function that do not share inputs can be packed 
in the same LUT (Figure 5 ). If registering the logical outputs, the registers must share 
the same control signals.

The wide multiplexers, F7 and F8, use the bypass inputs to switch between two LUT6 
outputs, providing a means of implementing functions wider than six inputs in a 
single level of CLBs.

X-Ref Target - Figure 5

Figure 5: Two Independent Logical Functions

X-Ref Target - Figure 6

Figure 6: Wide Logic Functions Using F7 and F8 Multiplexers
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Slice Architecture in 7 Series FPGAs
All 7 series FPGA families (Artix™-7, Kintex™-7, and Virtex-7 devices) use the same 
logic architecture: CLBs consisting of two slices. Slices in the 7 series FPGA 
architecture come in two varieties—those that are capable of implementing logical, 
shift register, and memory functions in the LUT, called SLICEM, and those that can 
only implement logical functions in the LUT, called SLICEL. Employing this strategy 
of full feature SLICEM combined with reduced feature SLICEL enables the optimum 
capability and performance while maintaining low cost and low power. The 7 series 
FPGA slice architecture is based closely on the slice architecture introduced in the 
Virtex-6 and Spartan-6 families. The similarity between the Virtex-6, Spartan-6, and 
7 series FPGA slice architecture provides an easy migration path for existing designs 
and IP into 7 series FPGAs; designers can migrate their designs to the latest features 
and highest performance, lowest power devices with minimal redesign effort. 
Additionally, using the same scalable, optimized architecture for all 7 series FPGAs 
allows designs originally targeting one 7 series FPGA family to be ported easily to 
another 7 series FPGA family.
Slices are combined in a CLB in pairs with either two SLICEL or one SLICEL with one 
SLICEM. The 7 series FPGAs are built on the column-based ASMBL™ architecture, 
which allows for the easy placement of resources where the designer needs them. In 
this case, the memory-capable slices are most prevalent in proximity to the columns of 
DSP slices, providing designers storage for coefficients close to where they are 
required. Xilinx design tools have full knowledge of the relative placement of 
resources and intelligently and automatically map a design to the resources in the 
most efficient way while adhering to any constraints specified by the user.
Figure 2 shows how the LUT and registers are arranged in relation to one another. 
Figure 2 only includes one LUT and its associated two registers and omits the carry 
chain. In a full slice, there are four LUTs and eight registers.

The 6-input LUTs are capable of implementing any Boolean logical function that is a 
product of six input signals but can also be split into two five-input LUTs—as long as 
the two functions share common inputs. Additionally, a LUT in a SLICEM can be 
configured as 64 bits of Distributed RAM or up to 32-bit Shift Register Logic (SRL) 
functions. For more information, see UG474, 7 Series FPGAs Configurable Logic Block 
User Guide.

X-Ref Target - Figure 2

Figure 2: Layout of 6-Input LUT and Two Registers within a Slice
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• Each 6-LUT implements any 6-input functions, or
• Two 5-input functions with shared inputs.



Distributed RAMs
• Slices in CLBs of type SLICEM can be configured as 

synchronous RAMs
– 256x1b single port 
– 128x1b dual/single port

• Can also be configured as ROM with up to 256b.
• Can be instantiated by using special VHDL 

components.
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Example 

F = A0A1A3 + A1A2Ā3 + Ā0 Ā1 Ā2 

[from J. Zambreno] 

4-input LUT 

3-input LUT 2-input LUT 
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Artix-7 FPGA Feature Summary
Table  2: Artix-7 FPGA Feature Summary by Device

Device Logic 
Cells

Configurable Logic Blocks 
(CLBs)

DSP48E1 
Slices(2)

Block RAM Blocks(3)

CMTs(4) PCIe(5) GTPs
XADC 
Blocks

Total I/O 
Banks(6)

Max User 
I/O(7)

Slices(1)
Max 

Distributed 
RAM (Kb)

18 Kb 36 Kb Max 
(Kb)

XC7A15T 16,640 2,600 200 45 50 25 900 5 1 4 1 5 250

XC7A35T 33,280 5,200 400 90 100 50 1,800 5 1 4 1 5 250

XC7A50T 52,160 8,150 600 120 150 75 2,700 5 1 4 1 5 250

XC7A75T 75,520 11,800 892 180 210 105 3,780 6 1 8 1 6 300

XC7A100T 101,440 15,850 1,188 240 270 135 4,860 6 1 8 1 6 300

XC7A200T 215,360 33,650 2,888 740 730 365 13,140 10 1 16 1 10 500

Notes: 
1. Each 7 series FPGA slice contains four LUTs and eight flip-flops; only some slices can use their LUTs as distributed RAM or SRLs.
2. Each DSP slice contains a pre-adder, a 25 x 18 multiplier, an adder, and an accumulator.
3. Block RAMs are fundamentally 36 Kb in size; each block can also be used as two independent 18 Kb blocks.
4. Each CMT contains one MMCM and one PLL.
5. Artix-7 FPGA Interface Blocks for PCI Express support up to x4 Gen 2.
6. Does not include configuration Bank 0.
7. This number does not include GTP transceivers.

Table  3: Artix-7 FPGA Device-Package Combinations and Maximum I/Os

Package(1) CPG236 CSG324 CSG325 FTG256 SBG484
SBV484 FGG484(2) FBG484(2)

FBV484 FGG676(3) FBG676(3)

FBV676
FFG1156
FFV1156

Size (mm) 10 x 10 15 x 15 15 x 15 17 x 17 19 x 19 23 x 23 23 x 23 27 x 27 27 x 27 35 x 35

Ball Pitch (mm) 0.5 0.8 0.8 1.0 0.8 1.0 1.0 1.0 1.0 1.0

Device GTP
I/O

GTP
I/O

GTP
I/O

GTP
I/O

GTP
I/O

GTP
I/O

GTP
I/O

GTP
I/O

GTP
I/O

GTP
I/O

HR(4) HR(4) HR(4) HR(4) HR(4) HR(4) HR(4) HR(4) HR(4) HR(4)

XC7A15T 2 106 0 210 4 150 0 170 4 250

XC7A35T 2 106 0 210 4 150 0 170 4 250

XC7A50T 2 106 0 210 4 150 0 170 4 250

XC7A75T 0 210 0 170 4 285 8 300

XC7A100T 0 210 0 170 4 285 8 300

XC7A200T 4 285 4 285 8 400 16 500

Notes: 
1. All packages listed are Pb-free (SBG, FBG, FFG with exemption 15). Some packages are available in Pb option.
2. Devices in FGG484 and FBG484/FBV484 are footprint compatible. 
3. Devices in FGG676 and FBG676/FBV676 are footprint compatible.
4. HR = High-range I/O with support for I/O voltage from 1.2V to 3.3V.
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Artix-7 FPGA Feature Summary
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Block RAM Blocks(3)

CMTs(4) PCIe(5) GTPs
XADC 
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Total I/O 
Banks(6)

Max User 
I/O(7)

Slices(1)
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Distributed 
RAM (Kb)

18 Kb 36 Kb Max 
(Kb)
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XC7A100T 101,440 15,850 1,188 240 270 135 4,860 6 1 8 1 6 300

XC7A200T 215,360 33,650 2,888 740 730 365 13,140 10 1 16 1 10 500

Notes: 
1. Each 7 series FPGA slice contains four LUTs and eight flip-flops; only some slices can use their LUTs as distributed RAM or SRLs.
2. Each DSP slice contains a pre-adder, a 25 x 18 multiplier, an adder, and an accumulator.
3. Block RAMs are fundamentally 36 Kb in size; each block can also be used as two independent 18 Kb blocks.
4. Each CMT contains one MMCM and one PLL.
5. Artix-7 FPGA Interface Blocks for PCI Express support up to x4 Gen 2.
6. Does not include configuration Bank 0.
7. This number does not include GTP transceivers.
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SBV484 FGG484(2) FBG484(2)
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XC7A15T 2 106 0 210 4 150 0 170 4 250

XC7A35T 2 106 0 210 4 150 0 170 4 250

XC7A50T 2 106 0 210 4 150 0 170 4 250

XC7A75T 0 210 0 170 4 285 8 300

XC7A100T 0 210 0 170 4 285 8 300

XC7A200T 4 285 4 285 8 400 16 500

Notes: 
1. All packages listed are Pb-free (SBG, FBG, FFG with exemption 15). Some packages are available in Pb option.
2. Devices in FGG484 and FBG484/FBV484 are footprint compatible. 
3. Devices in FGG676 and FBG676/FBV676 are footprint compatible.
4. HR = High-range I/O with support for I/O voltage from 1.2V to 3.3V.
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Table  2: Artix-7 FPGA Feature Summary by Device

Device Logic 
Cells

Configurable Logic Blocks 
(CLBs)

DSP48E1 
Slices(2)

Block RAM Blocks(3)

CMTs(4) PCIe(5) GTPs
XADC 
Blocks

Total I/O 
Banks(6)

Max User 
I/O(7)

Slices(1)
Max 

Distributed 
RAM (Kb)

18 Kb 36 Kb Max 
(Kb)

XC7A15T 16,640 2,600 200 45 50 25 900 5 1 4 1 5 250

XC7A35T 33,280 5,200 400 90 100 50 1,800 5 1 4 1 5 250

XC7A50T 52,160 8,150 600 120 150 75 2,700 5 1 4 1 5 250

XC7A75T 75,520 11,800 892 180 210 105 3,780 6 1 8 1 6 300

XC7A100T 101,440 15,850 1,188 240 270 135 4,860 6 1 8 1 6 300

XC7A200T 215,360 33,650 2,888 740 730 365 13,140 10 1 16 1 10 500

Notes: 
1. Each 7 series FPGA slice contains four LUTs and eight flip-flops; only some slices can use their LUTs as distributed RAM or SRLs.
2. Each DSP slice contains a pre-adder, a 25 x 18 multiplier, an adder, and an accumulator.
3. Block RAMs are fundamentally 36 Kb in size; each block can also be used as two independent 18 Kb blocks.
4. Each CMT contains one MMCM and one PLL.
5. Artix-7 FPGA Interface Blocks for PCI Express support up to x4 Gen 2.
6. Does not include configuration Bank 0.
7. This number does not include GTP transceivers.
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2. Devices in FGG484 and FBG484/FBV484 are footprint compatible. 
3. Devices in FGG676 and FBG676/FBV676 are footprint compatible.
4. HR = High-range I/O with support for I/O voltage from 1.2V to 3.3V.
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