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Wireless Sensor NetworksWireless Sensor Networks -- WSNsWSNsWireless Sensor Networks Wireless Sensor Networks WSNsWSNs
An autonomous system of nodes connected by 

i l li k f i bit t l ith twireless links forming an arbitrary topology without 
necessarily using a pre-existing and fixed 
infrastructure 
Network may or may not be connected to a fixed 
infrastructure
Formed by wireless devices which may be mobileFormed by wireless devices which may be mobile
◦ Routes may break

Routes between nodes may potentially contain y p y
multiple hops
◦ Nodes are end systems and routers

N d b tt dNodes are battery-powered
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Wireless Sensor Devices and NetworksWireless Sensor Devices and NetworksWireless Sensor Devices and NetworksWireless Sensor Devices and Networks
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Network TopologyNetwork TopologyNetwork TopologyNetwork Topology
100 Nodes
80m Tx Range

100 Nodes
160m Tx Range

100 Nodes
240m Tx Range

The MaxPowerGraph is not a good graph for communication
◦ Excess of interference and collision

◦ Reduced capacity

◦ Redundant information
Nodes that are practically in the same location are sensing the same eventsNodes that are practically in the same location are sensing the same events, 
and thus, sending the same information

These problems are a major source of energy consumption!
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Reducing the Network TopologyReducing the Network TopologyReducing the Network TopologyReducing the Network Topology
There are two main ways to 
reduce the topology of a 
network, and therefore save 
energy and increase the networkenergy and increase the network 
lifetime
◦ Changing TX range

Critical Transmission Range

Range Assignment

Minimal Spanning Tree

…

◦ Creating a hierarchy
Minimal Connected Dominating SetMinimal Connected Dominating Set

Clustering

…
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Update the Reduced Network TopologyUpdate the Reduced Network TopologyUpdate the Reduced Network TopologyUpdate the Reduced Network Topology

Once a reduced topology is selected, 
and starts working, it starts consuming 
its energy until the point it stops being 
optimal
◦ At this point it needs to be changed

There are several ways to change theThere are several ways to change the 
reduced topology:
◦ Recreation

Create a new one “on the fly” (Dynamic)Create a new one on the fly  (Dynamic)
Global or local

◦ Rotation
Rotate among several pre-calculated reduced g p
topologies (Static)
Rotate until it is possible, then restore (Hybrid)
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Topology ControlTopology Control -- TCTCTopology Control Topology Control TCTC

Topology Control is the reorganization and Topology Control is the reorganization and 
management of  certain management of  certain node parametersnode parameters and and 

modes of  operationmodes of  operation from from time to timetime to time to to 
modify the topologymodify the topology of  the network with the of  the network with the 

l f t ndin it lif tim hil pr r inl f t ndin it lif tim hil pr r ingoal of  extending its lifetime while preserving goal of  extending its lifetime while preserving 
important characteristics, such as network important characteristics, such as network 

connectivityconnectivity and sensingand sensing coveragecoverage..connectivityconnectivity and sensing and sensing coveragecoverage..
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Topology ControlTopology Control -- TCTCTopology Control Topology Control TCTC

Topology Control is an iterative process.Topology Control is an iterative process.
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Taxonomy for Topology ControlTaxonomy for Topology ControlTaxonomy for Topology ControlTaxonomy for Topology Control

Atarraya offers protocols in all this categories, and allows 
bi ti f t l t ti d t l i tcombination of topology construction and topology maintenance 

protocols to evaluate joint behavior
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What isWhat is AtarrayaAtarraya??What is What is AtarrayaAtarraya??
Atarraya is an event-driven simulator to design, 
evaluate and teach topology control algorithmsevaluate, and teach topology control algorithms

Atarraya support 4 types of algorithms:
◦ Topology Construction: Topology reduction
◦ Topology Maintenance: Maintenance policy
◦ Sensor Protocols: Sensor manager, data aggregationg , gg g
◦ Routing Protocols: Forwarding, routing tables
◦ Mobility Protocols: Random walks

Developed in Java, which makes Atarraya portable 
to any platform
Free software under GNU V 3 licenseFree software, under GNU V. 3 license
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What isWhat is AtarrayaAtarraya??What is What is AtarrayaAtarraya??
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Things to Know Before Using AtarrayaThings to Know Before Using AtarrayaThings to Know Before Using Atarraya Things to Know Before Using Atarraya 

No MAC layer is implementedNo MAC layer is implemented
◦ If a packet is lost, there will be no retransmission

Atarraya supports Multiple Virtual Network 
Infrastructures - VNIf
◦ There may be more than one sink in the network

◦ The network can define several logical trees 

◦ This feature is not included in most network 
simulators
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Things to Know Before UsingThings to Know Before Using AtarrayaAtarrayaThings to Know Before Using Things to Know Before Using AtarrayaAtarraya

Energy model - SimpleEnergy model Simple
◦ The energy model included in Atarraya is based on the following 

formulas, taken from (Heinzelman et al., 2002):

electRxbit

ampelectTxbit

EE

rEEE
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⋅⋅+= )( 2π

◦ Energy consumed during idle state is negligible
To be corrected in next versions of Atarraya

Si k d h i fi i f◦ Sink node has an infinite source of energy

◦ Nodes are assumed to have a low-energy consumption mechanism 
to be awaken by other nodes when the main radio is turned off

14



Things to Know Before Using AtarrayaThings to Know Before Using AtarrayaThings to Know Before Using Atarraya Things to Know Before Using Atarraya 

Energy model - Motegy
◦ This energy model is based on the following specifications of energy 

consumption from X-Bow Motes (in mA-h):
PROCESSOR

ACTIVE CONSUMPTION 8ACTIVE_CONSUMPTION= 8
IDLE_CONSUMPTION= 3.2
SLEEP_CONSUMPTION= 0.103;

SENSOR
ACTIVE CONSUMPTION= 5;ACTIVE_CONSUMPTION  5;
IDLE_CONSUMPTION= 0.7;
SLEEP_CONSUMPTION= 0.005;

RADIO
TX_CONSUMPTION= 12;
RX_CONSUMPTION= 7;
SLEEP_CONSUMPTION= 0.001;
TX_RX_TIME_BYTE= 416e-6;

◦ Sink node has an infinite source of energy
◦ Nodes are assumed to have a low-energy consumption mechanism to 

be awaken by other nodes when the main radio is turned off
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Things to Know Before Using AtarrayaThings to Know Before Using AtarrayaThings to Know Before Using Atarraya Things to Know Before Using Atarraya 

Communication modelCommunication model
◦ Classic unit disk transmission range

◦ Constant bit error rate on all transmissions

◦ Atarraya assumes that a data link layer exists, but does 
not model it.  It tries to represent the effect of its 
actions (contention retransmission etc ) by adding aactions (contention, retransmission, etc.) by adding a 
uniformly distributed random delay time to every 
packet transmission

Both communication and energy models can be 
adapted to the needs of the experiments
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Things to Know Before Using AtarrayaThings to Know Before Using AtarrayaThings to Know Before Using Atarraya Things to Know Before Using Atarraya 

General scheme of the main window

17



ConnectivityConnectivity--OrientedOriented
Topology ConstructionTopology ConstructionTopology ConstructionTopology Construction
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ConnectivityConnectivity--Oriented Topology Oriented Topology 
CCConstructionConstruction

One of the main concerns when any topologyOne of the main concerns when any topology 
control mechanism is applied is to keep the 
network connected
◦ Saving energy can be sacrificed if connectivity is to beSaving energy can be sacrificed if connectivity is to be 

guaranteed
Several ways have been proposed to determine if a 
network is connected, for example:network is connected, for example:
◦ Minimum Node Degree
◦ Critical Transmission Range (CTR)
◦ Range assignment problem (RA)◦ Range assignment problem (RA)
◦ Connected Dominating Sets
Of course, these techniques are probabilistic and 
work based on average behaviorwork based on average behavior
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ConnectivityConnectivity--Oriented Topology Oriented Topology 
C iC iConstructionConstruction

There are many ways to reduce a topology:There are many ways to reduce a topology:
◦ Control the transmission range to decrease the 

amount of energy used in communication

◦ Create a hierarchy that will:
Limit broadcast domain by defining clusters or communication 
backbonesbackbones

Control de number of active nodes in order to have nodes in 
reserve to replace the dead ones

Change the topology according to the present needs of theChange the topology according to the present needs of the 
network

◦ Hybrid approaches that combine two or more 
methods

20
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Critical Transmission RangeCritical Transmission RangeCritical Transmission RangeCritical Transmission Range
This technique determines the longest edge of 
the minimal spanning tree
◦ If the radius of every node in the topology is changed 

to this value connectivity will be guaranteedto this value, connectivity will be guaranteed

There are two well known formulas:There are two well known formulas:
◦ Penrose

This formula applies for dense networksThis formula applies for dense networks

◦ Santi-Blough
This formula applies to sparse networks
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Critical Transmission RangeCritical Transmission RangeCritical Transmission RangeCritical Transmission Range
Penrose’s formula is defined as follows:
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The accuracy of this and similar formulas can be 
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y
assessed using the Giant Component test
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Giant ComponentGiant ComponentGiant ComponentGiant Component
The Giant Component is a very well known effect of the 

i i di h i i f dcommunication radius on the connectivity of a random 
graph
◦ This experiment shows how the size of the greatest connected p g

component (or subgraph) changes based on the communication 
radius

◦ Another important metric is the ratio of connected topologies, p p g ,
which describes the probability of having a connected topology 
with a given radius

Atarraya can perform the test for regularAtarraya can perform the test for regular 
random topologies (the classic test) or for 
sparse topologies, which will be defined laterp p g ,
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Classic GC TestClassic GC TestClassic GC TestClassic GC Test
The way to perform this test in Atarraya is as follows:
◦ Start with a given radius, expressed as a percentage of the area 

side; for example, 1% of the area side

◦ Test connectivity and the size of the greatest component for a 
given set of random topologies

◦ Increase the radius by a certain ratio, for example, 2% of the area 
side, and test again

◦ The test will run until all tested topologies are connected
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Classic GC testClassic GC testClassic GC testClassic GC test
One thing to look for on the results is that the curve 
h h i d h 90% 100% i ishows how, in order to reach 90% - 100% connectivity, 

the radius has to be increased greatly compared to a 
fast grow seen in smaller degrees of connectivity

This experiment is very useful to determine appropriate 
t i i f t k ith t itransmission ranges for networks with certain 
characteristics
◦ It can be used also to verify the Critical Transmission Range 

(CTR) from the theoretical formulas
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EXPERIMENTSEXPERIMENTS
PART IPART IPART I PART I ––
GIANT COMPONENTGIANT COMPONENT
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Experiment IExperiment I--aaExperiment IExperiment I aa

Area:  500 x 500mts

Evaluation on 100 random topologies

Nodes
200 nodes, uniformly distributed in the area00 odes, u o y d st buted t e a ea

Communication radius
Initial radius: 1% of the area side (5mts)

Radius Increment ratio: 2% of the area side on each step (10mts)Radius Increment ratio: 2% of the area side on each step (10mts)

Results
Average size of the greatest component

Percentage of connected topologiesPercentage of connected topologies

Average node degree

27



Definition of ParametersDefinition of ParametersDefinition of ParametersDefinition of Parameters
From the initial window in Atarraya, go to the 
TC Theoretical tab
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Definition of ParametersDefinition of ParametersDefinition of ParametersDefinition of Parameters

D fi iti f t f GC t tDefinition of parameter for GC test
Area: 500x500mts, 100 topologies, 200 nodes, 
Initial radius: 1% of the area side (5mts), 
Increment ratio: 2% of the area side on each 
step

•Define all the parameters for the 
experiment

•Click on the Giant Component button.
A dialog window will appear asking or the 
destination folder. In this folder, Atarraya 
will create an individual folder that will 
contain the number of requested 
topologies and will start with the processtopologies and will start with the process

•Atarraya will notify the user once the 
process is finished, i.e., when all the tested 
topologies are connected
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Experiment IExperiment I--aaExperiment IExperiment I aa
The results will be stored in a CSV 
file (comma separated values)file (comma separated values), 
readable by most mathematical 
analysis software (Excel in the 
example)example)

The columns in the results file are
C i i di d◦ Communication radius tested

◦ Average size of the greatest component

◦ Percentage of connected topologies

A d d◦ Average node degree

The figure of the experiment looks 
lik thi

30
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Experiment IExperiment I--aa –– GC, CT, and NDGC, CT, and NDExperiment IExperiment I a a GC, CT, and NDGC, CT, and ND
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Experiment IExperiment I--aaExperiment IExperiment I aa

h lOther example
◦ Area 100mx100m

◦ 10,100 and 1000 
nodesnodes

◦ 1000 random 
topologies
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Critical Transmission RangeCritical Transmission RangeCritical Transmission RangeCritical Transmission Range
Penrose’s formula does not provide a very accurate 
radius
◦ For very dense topologies (1000 nodes) the CTR always works 

◦ Only 2 times the CTR provides a radius with total connectivityOnly 2 times the CTR provides a radius with total connectivity 
for all topologies
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GC for Sparse TopologiesGC for Sparse TopologiesGC for Sparse TopologiesGC for Sparse Topologies
Atarraya also offers a similar tool for testing the greatest 
component in sparse topologies, defined by Santi and Boloug as

= ln

150
log2

4
3

≤≤
⋅⋅=

k
llkrcomm

The number of nodes and the communication radius depend 

15.0 ≤≤ k

only on the area side l
This experiment is the replicate of the one used by the 
authors to demonstrate the high level of connectivity ratioauthors to demonstrate the high level of connectivity ratio 
produced by their definition
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GC for Sparse TopologiesGC for Sparse TopologiesGC for Sparse TopologiesGC for Sparse Topologies
The curve seen on the classic experiment will not be 
seen in the results because the definition of thisseen in the results because the definition of this 
particular kind of networks guarantees a high level of 
connectivity

In the results of this experiment, it will be seen that the 
parameter k is the one that determines the level ofparameter k is the one that determines the level of 
connectivity
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Experiment IExperiment I--bbExperiment IExperiment I bb
Area

The area is calculated using this formula: 2(2*i)mts
Initial value of i: 4 (area = 256mts)
Final value of i: 10 (area = 1048.576 Kms, 1,048,576 mts)

Value of parameter k
Initial k: 0.5
Final k: 1
Ch i i f k 0Changing ratio of parameter k: 0.1

Evaluation on 100 random topologies
Number of nodes calculated according to the formula

i i di l l d di h f lCommunication radius calculated according to the formula
Results

Average size of the greatest component
P t f t d t l iPercentage of connected topologies
Average node degree
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Definition of ParametersDefinition of ParametersDefinition of ParametersDefinition of Parameters

D fi iti f t f GC t tDefinition of parameter for GC test
Initial value of i: 4, Final value of i: 10, Initial k: 
0.5, Final k: 1, Changing ratio of parameter k: 
0.1

•Define all the parameters for the•Define all the parameters for the 
experiment

•Click on the Giant Component button.
A dialog window will appear asking or the 
destination folder. In this folder, Atarraya 
will save the results of the test. Atarraya 
does not store the tested topologies in this 
experiment

•Atarraya will notify the user once the 
process is finished, i.e., when all the tested 
topologies are connected
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Experiment IExperiment I--bbExperiment IExperiment I bb
The columns in the results file are the same as in the previous 
experiment but for each value of the parameter kexperiment, but for each value of the parameter k
The second table is the list of parameters used on the experiments: 
L, n and the all the communication radius for each value of k
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Experiment IExperiment I--b GCb GCExperiment IExperiment I b GCb GC
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Experiment IExperiment I--b CTb CTExperiment IExperiment I b CTb CT
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Experiment IExperiment I––b Node Degreeb Node DegreeExperiment IExperiment I b Node Degreeb Node Degree
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Results with Sparse TopologiesResults with Sparse TopologiesResults with Sparse TopologiesResults with Sparse Topologies
The results show an improvement in terms of 
connectivity on the Sparse CTR when compared 
to the Dense CTR

i l b i d i h f h◦ Mainly because it designs the parameters of the 
network

◦ This formula for CTR may not fit a general scenarioThis formula for CTR may not fit a general scenario 
that does not obey the calculated parameters

In scenarios  with small area side l, the radius 
tends to be very large  and almost equal to l, 
which may not bring enough savings

42



Range Assignment ProblemRange Assignment ProblemRange Assignment ProblemRange Assignment Problem
The CTR problem assign a common radius to every 
node, which could be very large
◦ This solution may not providing  enough savings if most of the 

nodes need a smaller rangeg

The Range Assignment Problem assigns the 
minimum radius to each node, while preserving 
connectivity
◦ Optimal Tx range for each node

◦ Localization of the nodes is neededLocalization of the nodes is needed

◦ NP-Hard problem for 2 and 3 dimensions, not feasible for large 
networks

MST i 2 i ti f th RA bl◦ MST is a 2-approximation of the RA problem
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TxTx--RangeRange--based Topology based Topology 
ConstructionConstruction

Many approximation algorithms have been a y app o a o a go s a e bee
proposed to solve this problem:
◦ Geometry-based solutions

◦ Location-based

◦ Orientation-based

◦ Neighbor based◦ Neighbor-based

◦ Routing-based
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TxTx--RangeRange--based Topology based Topology 
ConstructionConstruction

Geometry-based and Location-based solutionsy
◦ All nodes know their position

◦ Examples: Relative Neighbor Graph - RNG, Gabriel Graph - GG, Local 
Minimal Spanning Tree - LMSTp g

LMST
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TxTx--RangeRange--based Topology based Topology 
ConstructionConstruction

Neighbor-based solutions

(value of c, number of neighbors)

g
◦ Nodes do not know their position; 

they just calculate the distance 
between itself and its neighbors

◦ Theoretical approach is based on 
a function based on n. The 
authors say that w.h.p., the k from 
the f nction ill ret rn athe function will return a 
connected topology

◦ In the figure it is shown how the 
connectivity of 90% and 100% areconnectivity of 90% and 100% are 
associated with different values of 
c in topologies with difference 
sizes

177450740
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◦ Connectivity is not guaranteed!

46
0

1774.5074.0
>

+<<
ε

εc



TxTx--RangeRange--based Topology based Topology 
ConstructionConstruction

Neighbor-based solutionsg
◦ Examples of distributed solutions: K-Neigh, K-NeighLev, XTC

K-NeighLev: Each node chooses 
the TX level that gives them at 
least k neighbors. This scheme 
does not guarantee connectivitydoes not guarantee connectivity

K-Neigh, which assumes 
continuous communication range, 

d d fi i il i h kand defines it until it reaches k
neighbors, is offered in Atarraya
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HierarchyHierarchy--based Topology based Topology 
ConstructionConstruction

CDS-based solutions
◦ Creating a backbone that supports communication. Also, 

the nodes that are not part of the backbone can be turned 
off

Grow a Tree: A3
Start at one point and add new nodes to the existing tree (like in 
Prim´s algorithm)

b dMIS based: EECDS
Find the maximum number of  independent nodes(which do not share 
links)
Select extra nodes that will connect them

Pruning based: CDS Rule K
Discard nodes whose neighbors form a connected graph (there is a 
path between any pair of nodes)
Di d ll d h i hb d b h i dDiscard all nodes whose neighbors are covered by other active nodes 
with higher priority (priority pre-assigned)

48



HierarchyHierarchy--based Topology based Topology 
ConstructionConstruction

A3 EECDS
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HierarchyHierarchy--based Topology based Topology 
ConstructionConstruction

Cluster-based solutionsus e based so u o s
◦ Create cluster of nodes, organized by cluster heads

1 Hop Clusters:  All cluster heads are 1-hop away from the sink: 
LEACHLEACH

Multiple Hop Clusters: Cluster heads can be more than 1-hop away 
from the sink: HEED

LEACHLEACH
HEED

50



EXPERIMENTSEXPERIMENTS
PART IIPART IIPART II PART II ––
TOPOLOGY TOPOLOGY 
CONSTRUCTIONCONSTRUCTION
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ExperimentsExperimentsExperimentsExperiments
Experiment II-a
◦ No topology construction, no topology maintenance 

Experiment II-b
◦ Topology Construction for connectivity
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IntroductionIntroductionIntroductionIntroduction
The process to do an experiment in Atarraya is 
the following:
◦ Define the parameters and generate the topology

◦ Select the protocols

◦ Run the experiment

◦ Collect statistics◦ Collect statistics
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Experiment IIExperiment II--aapp
Default Topology, No Topology ControlDefault Topology, No Topology Control

Area: 600 x 600mtsArea:  600 x 600mts

Nodes
100 nodes, distributed uniformly in the area, 1000 mJ of energy constant

A i l i k d i th t f thA single sink node in the center of the area

Communication radius = 100mts

Sensing radius = 20mts

lProtocols
Topology Construction:  JustTree (No topology construction)

Topology Maintenance:  Non Isolated Sink (No topology maintenance)

Results
Performance stats

Lifetime evaluation
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Deployment GenerationDeployment GenerationDeployment GenerationDeployment Generation

The first window that Atarraya shows is the 
deployment or topology generation

In the same window, you create the initial 
deployment of the network
◦ In the experiment of part II, the default parameters 

will be used to create a random topologywill be used to create a random topology
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Deployment GenerationDeployment GenerationDeployment GenerationDeployment Generation
• You need to define the following parameters:

– Number of nodes
– How many nodes? How many sinks? Are all nodes the same?

– Radius of communication and sensing

– Distribution of the nodes: random distribution for position
– Uniform,  normal,  grid HV,  grid HVD, etc.

– Deployment area– Deployment area
– Size of the deployment area as a rectangle. (H, W)

– Bit error rate

d b– Energy distribution
– Initial energy on the nodes, on mJ (Joules x 10-3). Uniform,  normal, 

constant and Poison.

56

Note: IDs of the sinks will be from the number of regular nodes up. For example: if there are 100 nodes, 
and 1 sink, the ID of the sink will be 100, and the IDs of the other nodes will be from 0 to 99.



Deployment GenerationDeployment Generation
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Deployment GenerationDeployment GenerationDeployment GenerationDeployment Generation

D l t ’ i d fi itiDeployment area’s size definition
Area = 600x600
This area will be represented by the 
square that surrounds the topology

Definition of nodes
100 nodes, distributed uniformly in an area of 
600x600 with center in (300,300), 1000 mJ of 
energy constantenergy constant
1 sink node in the center of the deployment 
area

•When using the default values, no changes 
need to be done on the parametersneed to be done on the parameters

•To generate the default topology, just click 
on the Create Deployment button
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Deployment GenerationDeployment GenerationDeployment GenerationDeployment Generation
Once the Create Deployment button is pressed, we obtain this 
topology, and we change to the Atarraya tabtopology, and we change to the Atarraya tab
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Protocol SelectionProtocol SelectionProtocol SelectionProtocol Selection

On the Atarraya tab, the user is able to:
◦ Select the protocols

◦ Control del execution of the simulation

◦ Watch all simulation events (not recommendable or 
long simulations – require a lot of memory)

◦ Obtain live statistics◦ Obtain live statistics

◦ Run batch simulation (multiple topologies)

◦ Define results parametersDefine results parameters
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Protocol SelectionProtocol SelectionProtocol SelectionProtocol Selection

61



Protocol SelectionProtocol SelectionProtocol SelectionProtocol Selection
If you can see, the Start Atarraya button is disabled. It 

ill b bl d hwill be enabled when:

A topology construction protocol is selected (Short 
Simulation)Simulation)
◦ The simulation will stop after the first execution of the topology 

construction protocol

Wh ll t l h b l t d (LWhen all protocols have been selected (Long 
simulation)
◦ The simulation will perform a life time experiment, and will stop 

once the finalization criteria is reached
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Protocol SelectionProtocol SelectionProtocol SelectionProtocol Selection
Definition of the protocols
JustTree,, Non Isolated sink, Simple S&D, Simple 
F diForwarding
•Select these protocols on the respective menus. The 
two last protocols are the only ones of their kind (so 
far), but they need to be selected in order to enable 
the simulator to start

Parameters for Statistics
Stats, and Lifetime evaluation
The result’s parameters work as:The result s parameters work as:
•To save stats, select the checkbox.  Atarraya will 
generate stats when the topology construction is 
finished and when the simulation is finished
•The excel-ready format generates CSV files if checked 
Otherwise, it will be in human-readable format
•To save lifetime log, select the checkbox
•To save simulation events log, select the checkbox

•Once all parameters are defined click on the Start

63

Once all parameters are defined, click on the Start 
Atarraya button. DO NOT USE THE RUN BUTTON FOR 
THIS EXPERIMENT!



Start SimulationStart SimulationStart SimulationStart Simulation
Once you click on the Start Atarraya button, the 
simulation will startsimulation will start
◦ Given that the topology has not been saved, the simulator will require the 

user to specify the directory where the result files will be saved

If th i t i b i i i ti t l f fil th◦ If the experiment is being run using an existing topology from a file, then 
the results will be stored in the same directory as the topology file

You can tell that the simulation started when the 
simulation clock, the number of events and the queue 
size start to flickersize start to flicker

If you want to see all the event that will happen on the 
simulation, you can click on the Show events check box
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Simulation ControlSimulation ControlSimulation ControlSimulation Control

Simulation clock, Number Simulation clock, Number 
of event  and Queue sizeof event  and Queue size

Simulation Control  buttons:Simulation Control  buttons:
•• Stop SimulationsStop Simulations
••Pause/Resume simulationPause/Resume simulation

65

Show events and stats Show events and stats 
during execution. during execution. 



SimulationSimulationSimulationSimulation

Let the simulation finish!
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Simulation ResultsSimulation ResultsSimulation ResultsSimulation Results
Once the simulation finished, you are able to find the 

l S i i d Lif iresults: Statistics and Lifetime
◦ stats_prueba_tutorial_default_20_4_2009@15_9_21.csv

◦ lifetime_prueba_tutorial_default_20_4_2009@15_9_21.csv

The filenames include 
◦ The type of information they contain

Th d t d ti h th t d◦ The date and time when they were generated

◦ Any identifier text defined on the stats panel (in this case, 
prueba_tutorial_default) 

The Comma Separated Values (CSV) formatted files can 
be opened directly on MS Excel, or loaded into Matlab
or other data analysis softwareor other data analysis software
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Simulation ResultsSimulation ResultsSimulation ResultsSimulation Results
Information on the stats file, as it can be seen in the 
stats window in Atarraya (in not cvs format)

Clock: 15250.210558339584

# of Nodes: 100

# of Sinks: 1

# of unconnected nodes: 90

Real Parents in Tree 0 =39

Real Parents in Tree 1 =0

y ( )

Not Covered: 0

Ratio: 0.0

Not Visited: 0

Avg. Level: 3.5742574257425743

Real Parents in Tree 2 =0

Real Parents in Tree 3 =0

Real Parents in Tree 4 =0

Total Energy initial=101000.0

Avg. Num. Neighb.: 8.158415841584159

Reachable. Num. Active Neighb. from Sink: 6

# of Messages regular sent: 372

# of Messages long sent: 170000

Total Energy final=9477.030886365525

Total Energy spent=92290.79353702655

Total Energy spent ratio=0.9061680110260839

Total Energy in tree=8863 76149996266# of Messages long sent: 170000

# of Messages regular received: 2688

# of Messages long received: 1067779

# of Lost Messages regular: 0

# f L t M l 0

Total Energy in tree 8863.76149996266

Ratio Energy=0.9352888690818592

Covered Comm Area=0.9571388888888889

Covered Sensing Area=0.11876111111111111

E i i l ti# of Lost Messages long: 0

# of Data Messages received by sink: 19045

# of dead nodes: 62

Error in simulation=no error
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Simulation ResultsSimulation ResultsSimulation ResultsSimulation Results
Stats from the example (from the stats file)
Two rows:Two rows: 
•Time when the topology construction protocol finished
•Time when the simulation finished (when the topology maintenance 
protocol could not continue) 
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Simulation ResultsSimulation Results This processing is performed Simulation ResultsSimulation Results
The lifetime report needs 
processing in order to change the

p g p
in the Reports tab

processing in order to change the 
format of the data
◦ The file contains several registers with 

this informationthis information
Time of the information
Number of nodes alive
Number of active nodes
Ratio of covered area by the active nodes

◦ Each log entry shows when the topology 
maintenance protocol is invoked, and 
when a node dies •Real Value: absolute number of nodeswhen a node dies

◦ In order to obtain the lifetime figure in 
terms of time, it is necessary to find the 
average number of active nodes or 

•Percentage: ratio of active nodes over 
total

coverage, per time slot

70



Simulation ResultsSimulation ResultsSimulation ResultsSimulation Results
Original lifetime results log Summarized lifetime results log

•Time of EvaluationTime of Evaluation
•Number of nodes alive
•Number of Active Nodes reachable from the sink
•Covered Area for Communication
•Covered Area for Sensing

•Time step

71

p
•Number of Active Nodes on the time step
•Ratio of covered area for communication on the time step
•Ratio of covered area for sensing on the time step



Simulation ResultsSimulation ResultsSimulation ResultsSimulation Results
Summarized lifetime results figure
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Other Simulation ResultsOther Simulation ResultsOther Simulation ResultsOther Simulation Results
The visual representation of the topology can 
offer some information about the experiments
◦ Red nodes are active nodes. Light Blue nodes are not 

selected nodesselected nodes

Go to the Visualization Tab and
◦ Click on Area Comm to see the communication◦ Click on Area Comm. to see the communication 

coverage

◦ Click on Area Sensing to see the sensing coverage

◦ Click on Filled Area to see both communication and 
sensing areas with filled disks

l k d d h f h d◦ Click in Node Id to see the ID of the nodes
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Other Simulation ResultsOther Simulation ResultsOther Simulation ResultsOther Simulation Results
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Simulation ResultsSimulation ResultsSimulation ResultsSimulation Results
If you did not click on Show Events, or did not 
select the option to save the events in a log file, 
there is no way to get them back
Click on Live Stats to observe the events during 
the execution of the experiment

Th t t i d h th t ti ti f th i l ti◦ The stats window show the statistics of the simulation

◦ This option is not recommended to be active for long 
periods of time because it can generate an overflow p g
of the Java VM cache memory, causing the program 
to break down, without any possibility of recovering 
any results!any results!
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Simulation ResultsSimulation ResultsSimulation ResultsSimulation Results
Individual node information
◦ Get the mouse and click on any of the nodes on 

the deployment
◦ You will see that the node grows and turns into 

an yellow color
◦ Go to the tear Node Stats
◦ If you want to see any other node by the ID, 

it th ID th t t b d li k thwrite the ID on the text box and click on the 
Generate Stats button
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Simulation ResultsSimulation ResultsSimulation ResultsSimulation Results
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Experiment IIExperiment II--bb

Area: 600 x 600mts

pp
Default Topology, Topology Construction, No MaintenanceDefault Topology, Topology Construction, No Maintenance

Area:  600 x 600mts
Nodes

100 nodes, distributed uniformly in the area, 1000 mJ of energy constant
A single sink node in the center of the areaA single sink node in the center of the area
Communication radius = 100mts
Sensing radius = 20mts

Protocols
Topology Construction:  A3

Metric: W1=0.5, W2=0.5, Linear combination of the metrics
Topology Maintenance:  Non Isolated Sink (No topology maintenance)

Results
Performance stats
Lifetime evaluation
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Experiment IIExperiment II--bbExperiment IIExperiment II bb
The Deployment Options tab has a second section for the 
defining of other special parametersdefining of other special parameters

Metric weights and usage
◦ Defined for topology construction protocols

Inter-query period
◦ Defined for sensor & data protocols. Determines how often the 

sensor is reading the sensor

Inter-rest period
◦ Defined for time-based topology maintenance protocols. Determines 

how often the maintenance procedure is invoked

Energy threshold step
◦ Defined for energy-based topology maintenance protocols.  

Determines how much the energy changes between invocation to he 
topology maintenance protocol
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Experiment IIExperiment II--bbExperiment IIExperiment II bb
Some topology control protocols use metrics on their 

ioperation
◦ Distance, energy, probability, etc.

Atarraya allows a node to have 2 metrics,M1 and M2, 
which can be used individually or jointly, this last 

ti b d i thoption can be used in three ways
◦ Linear combination W1M1 + W2M2

◦ Clustering values based on M1, and internally sorting by M2. g y g y
The clustering is done in slots with size defined by the 
parameter Candidate Grouping Step

◦ Clustering values based on M2, and internally sorting by M1g , y g y
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Deployment GenerationDeployment GenerationDeployment GenerationDeployment Generation
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Deployment GenerationDeployment GenerationDeployment GenerationDeployment Generation

Definition of the metric parameter
Metric weights of W1=0.5 and W2=0.5, and the 
linear combination of them

When the option Linear combination is 
selected, only W1 and W2 must be defined. 
The rest of the parameters can be left with 
their default value

Assuming that the values from the 
Deployment tab are the default ones, this 
extra parameters must be defined before 
creating the topology . Once they have been 
d fi d li k th C t d l tdefined,  click on the Create deployment 
button to create the topology
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Protocol SelectionProtocol SelectionProtocol SelectionProtocol Selection

Definition of the protocols
A3, Non Isolated sink, Simple S&D, Simple Forwarding

Parameters for StatisticsParameters for Statistics
Stats, and Lifetime evaluation

•Again, click on the Start Atarraya button. DO NOT USE 
THE RUN BUTTON FOR THIS EXPERIMENT!
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Simulation ResultsSimulation ResultsSimulation ResultsSimulation Results
Summarized lifetime results figure
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CoverageCoverage--orientedoriented
Topology ConstructionTopology ConstructionTopology ConstructionTopology Construction
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CoverageCoverage--oriented Topology oriented Topology 
C iC iConstructionConstruction

The main objective of a WSN is to monitor 
events thus coverage is necessary to have toevents, thus coverage is necessary to have to 
ability to detect the events

There are different types of coverage:There are different types of coverage:
◦ Target coverage 

Coverage of  certain elements of high interest need to be 
dmonitored

◦ Area coverage 

Provide total or partial coverage of the area of interestProvide total or partial coverage of the area of interest

◦ Border coverage 

Coverage over an specific border (intrusion detection)  or to 
l t

86
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Coverage ModelsCoverage ModelsCoverage ModelsCoverage Models

Boolean coverageBoolean coverage
◦ Sectors
◦ Disk

Attenuated coverage
◦ Attenuated disk coverageAttenuated disk coverage
◦ Truncates attenuated disk coverage

D i d E i i d lDetection and Estimation coverage models
◦ Nodes cooperate to the detection or estimation of events
◦ Useful approach in areas distant from all adjacent nodes, but pp j ,

covered by more than 1, event with low probability
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TargetTarget CoverageCoverageTarget Target CoverageCoverage
Protocols in this category must cover a set of 
discrete points distributed in the area of interest
◦ One approximation is to use the Set Cover problem, 

when the network topology is already givenwhen the network topology is already given

◦ Find the optimal deployment to cover all the points 
with the minimum number of nodes

Usually available sites for the covering nodes are predetermined

Small number of sites Optimal global solution is possible

More sites higher complexity for optimal global solutionMore sites higher complexity for optimal global solution
Use of approximation is common: Genetic algorithms, Greedy 
Set Cover, Simulated Annealing, etc.
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TargetTarget CoverageCoverageTarget Target CoverageCoverage

Connected Dominating Set 
(Example of Set Cover-based approach)

Grid-based selection of 
optimal connected deployment
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Area CoverageArea CoverageArea CoverageArea Coverage
The first step to provide area coverage is to determine 
h d d d C iti l S D ithow many nodes are needed: Critical Sensor Density 
(CSD)

There are two main ways to do this:
◦ Deterministic placement

Wh h d i i l h d b h d iWhen the administrator can place the nodes by-hand in exact 
locations
Based on geometric properties: grids, tessellation, lattices, etc.

◦ Random placement
When the network is deployed randomly over the area of interest
Probability based densities based on vacancy analysisProbability-based densities, based on vacancy analysis
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Optimal DeploymentsOptimal DeploymentsOptimal DeploymentsOptimal Deployments
Square grid
◦ Horizontal and vertical grid lines
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Optimal DeploymentsOptimal DeploymentsOptimal DeploymentsOptimal Deployments
Strip-based deployment
◦ Distance between 

vertical strips
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Optimal DeploymentsOptimal DeploymentsOptimal DeploymentsOptimal Deployments
If communication and sensing ranges are 
different, the previously defined density 
functions are not optimal, like in the case of the 
T i l L tti d l tTriangle Lattice deployment
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Nodes for 
connecting 
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Optimal DeploymentsOptimal Deploymentsp p yp p y
Rcomm= √3 Rsense [Bai2008]

Formulas that apply when communication andFormulas that apply when communication and 
sensing radii are not the same
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Comparison of optimal deployments Comparison of optimal deployments 
when when RRcommcomm = = RRsensesense

The first four functions are from [Iyengar2005]; the second set are from [Bai2008] It can be

95

The first four functions are from [Iyengar2005]; the second set are from [Bai2008]. It can be 
seen how the optimal deployment is the Strip from [Iyengar2005], while all the others 

show more or less the same behavior: Hex = Hex2, Square2 = Strip2(not shown) = 
Rhombus2 = Square



Vacancy Analysis For Random Vacancy Analysis For Random 
PlacementPlacement

Grid pointsCrossing point Grid pointsCrossing point
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Random PlacementRandom PlacementRandom PlacementRandom Placement

Crossing CoveringCrossing Covering

Sponsored Sector Voronoi
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Border CoverageBorder CoverageBorder CoverageBorder Coverage
A set of sensors that cover a belt against 
crossing paths
◦ Belt is the area between to parallel curves

◦ Crossing path is a way through the belt that does not 
touch any sensing range

Crossing partCrossing part

No crossing part
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EXPERIMENTSEXPERIMENTS
PARTPART IIIIII ––PART PART IIIIII
TOPOLOGY TOPOLOGY 
CONSTRUCTION WITHCONSTRUCTION WITHCONSTRUCTION WITH CONSTRUCTION WITH 
COVERAGECOVERAGE
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Experiment IIIExperiment III--aa
D f l T l T l C h C ND f l T l T l C h C N

Area: 600 x 600mts

Default Topology, Topology Construction with Coverage, No Default Topology, Topology Construction with Coverage, No 
MaintenanceMaintenance

Area:  600 x 600mts
Nodes

100 nodes, distributed uniformly in the area, 1000 mJ of energy constant
A single sink node in the center of the areaA single sink node in the center of the area
Communication radius = 100mts
Sensing radius = 20mts

Protocols
Topology Construction:  A3Cov

Metric: W1=0.5, W2=0.5, Linear combination of the metrics
Topology Maintenance:  Non Isolated Sink (No topology maintenance)

Results
Performance stats
Lifetime evaluation
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Protocol SelectionProtocol SelectionProtocol SelectionProtocol Selection

Definition of the protocols
A3Cov, Non Isolated sink, Simple S&D, Simple 
Forwarding

Parameters for StatisticsParameters for Statistics
Stats, and Lifetime evaluation

•Again, click on the Start Atarraya button. DO NOT USE 
THE RUN BUTTON FOR THIS EXPERIMENT!
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Simulation ResultsSimulation ResultsSimulation ResultsSimulation Results
Summarized lifetime results figure
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Topology Topology MaintenanceMaintenance
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Classification of TM protocolsClassification of TM protocolsClassification of TM protocolsClassification of TM protocols
The new taxonomy proposes three dimensions 
of classification:
◦ When are the reduced topologies built?

◦ Scope of the network

◦ Triggering criteria
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When Are The Reduced Topologies When Are The Reduced Topologies 
Built?Built?
Three types have been defined for this dimension:

Static
◦ During the topology construction stage, a number of predefined 

different reduced topologies is createddifferent reduced topologies is created

◦ The different reduced topologies will be used during the lifetime 
of the network, rotating according to the triggering criteria like a 
Christmas TreeChristmas Tree

◦ The configuration of the reduced topologies do not change during 
the life of the network

◦ Low overhead – messages just for rotation, not recreation

◦ Network usage may degrade the lifetime of the network if many 
nodes are shared among reduced topologies
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When Are The Reduced Topologies When Are The Reduced Topologies 
Built?Built?
Three types has been defined for this dimension:

Dynamic
◦ The algorithms on this class calculate a new topology “on the 

fly” when invoked by the triggering criteriafly  when invoked by the triggering criteria

◦ The previous version of the reduced topology is abandoned and 
changed by the new one

◦ The network will be using all the resources available at the 
moment to reach the best level of service possible

◦ High overhead – each invocation will start a protocol that may 
be costly in message complexity
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When Are The Reduced Topologies When Are The Reduced Topologies 
Built?Built?
Three types has been defined for this dimension:

Hybrid
◦ This is a mixture of Static and Dynamic approaches

◦ The network works with a number of predefined reduced 
topologies that rotate during the lifetime of the network, just 
like in the Static

◦ When a reduced topology determines that it is not working 
effectively, it will invoke a Dynamic technique to update and 
rebuild the reduced topology with the current resources

◦ Allows update of the predefined static topologies and reduced 
the overhead of the dynamic approach

◦ The triggering criteria has a big responsibility on determining 
when the network is not working properly
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Scope of the NetworkScope of the NetworkScope of the NetworkScope of the Network

Two types has been defined for this dimension:Two types has been defined for this dimension:
Global
◦ All the nodes in the network are involved in the maintenance process

◦ More information is available to make a better decision, but may 
generate overhead

Local
◦ Just a subset of the nodes are involved in the maintenance process

◦ Will generate a fast solution, but may lead to non-optimal solutions
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Triggering CriteriaTriggering CriteriaTriggering CriteriaTriggering Criteria

Six types has been defined for this dimension:Six types has been defined for this dimension:
Time
◦ The maintenance technique is called periodically

◦ It distributes the energy consumption, but can generate overhead if 
called when no needed

Energy depletion
◦ The maintenance technique is called whenever a node detects that it 

has reached a critical level on its energy reserve

◦ It is run just when needed, but when many nodes are dying, it will be 
called many times, generating overheady g g
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Triggering CriteriaTriggering CriteriaTriggering CriteriaTriggering Criteria

Six types has been defined for this dimension:Six types has been defined for this dimension:
Failure
◦ The maintenance technique is called whenever a failure is detected on 

the network

◦ May present the same disadvantage of the energy depletion trigger

Random
◦ The maintenance technique is called based on a random function

◦ May not be effective in reacting to failures on the network
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Triggering CriteriaTriggering CriteriaTriggering CriteriaTriggering Criteria

Six types has been defined for this dimension:Six types has been defined for this dimension:
Density
◦ The maintenance technique is called when the node density in an area 

is not as desired: too low or too high

◦ The threshold must be defined very carefully to avoid excessive 
invocations

Combinations
◦ Combinations of triggering criteria may result in a better performance
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Topology Maintenance ProtocolsTopology Maintenance ProtocolsTopology Maintenance ProtocolsTopology Maintenance Protocols
Dynamic Global Time Topology Recreation (DGTTRec) and 
D i Gl b l E T l R i (DGETR )Dynamic Global Energy Topology Recreation (DGETRec) 
◦ Wake up all the nodes on the topology

◦ Nullify the previous reduced topologyy p p gy

◦ Recall the topology construction protocol to build a new one

S i Gl b l i l i (SG ) d S iStatic Global Time Topology Rotation (SGTTRot) and Static 
Global Energy Topology Rotation SGETRot
◦ Wake up all the nodes on the topologyp p gy

◦ Notifies the next predefined reduced topology that will take charge

◦ The nodes change their status accordingly to their status on the 
upcoming predefined topology (active or sleep)upcoming predefined topology (active or sleep)
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Topology Maintenance ProtocolsTopology Maintenance ProtocolsTopology Maintenance ProtocolsTopology Maintenance Protocols
Hybrid Global Time Topology Recreation Rotation 
(HGTTR R ) d H b id Gl b l E T l R i(HGTTRecRot) and Hybrid Global Energy Topology Recreation 
Rotation (HGETRecRot):
◦ Wake up all the nodes on the topology p p gy

◦ Rotate the predefined topologies, until one of the them is not 
considered active anymore

◦ A topology is assumed to be dead when the sink node has no active◦ A topology is assumed to be dead when the sink node has no active 
neighbors 

◦ At this point the protocol will call the topology construction protocol to 
rebuild that particular reduced topologyrebuild that particular reduced topology
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Topology Maintenance ProtocolsTopology Maintenance ProtocolsTopology Maintenance ProtocolsTopology Maintenance Protocols
Dynamic Local Energy-DSR-based (DLE-DSR):
◦ Node A will invoke the protocol when its energy is almost depleted

◦ Wake up all 2- to 3-hops away nodes from node A

◦ Use a modified DSR protocol to find paths from the “grandpa” node Use a od ed S p o oco o d pa s o e g a dpa ode
(father of node A) to the “children” nodes (all nodes depending on A)

◦ Find the best paths according to:
E f th d i th thEnergy of the nodes in the path
Total length of the path

Number of hops

◦ Activate all nodes selected to be part of a path

◦ Return all the nodes to their previous state (active remain 
active, sleeping nodes go back to sleep)active, sleeping nodes go back to sleep)
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Topology Maintenance ProtocolsTopology Maintenance ProtocolsTopology Maintenance ProtocolsTopology Maintenance Protocols

Example of the wake 
lup protocol

◦ Nodes 2-hops away from the 
node, in higher levels

◦ Nodes 3-hops away from the 
node, in lower levels
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Topology Maintenance ProtocolsTopology Maintenance ProtocolsTopology Maintenance ProtocolsTopology Maintenance Protocols
Probabilistic Scheduling
◦ Asynchronous

All the nodes work in rounds, but independently defined
Each node define the amount of awake time p x T, where p є [0,1] 
is random number and T is the duration of each round

◦ Synchronousy
Non-disjoint

Each node will be awake in a certain round with probability p

Disjointj
Nodes are organized in disjoin sets
Each set will be awaken at the beginning of each round, and the rest will 
be inactive
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EXPERIMENTSEXPERIMENTS
PART IVPART IV ––PART IV PART IV 
TOPOLOGY TOPOLOGY 
MAINTENANCEMAINTENANCEMAINTENANCEMAINTENANCE
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Experiment IVExperiment IV--aa
D f l T l T l C h C hD f l T l T l C h C h

Area: 600 x 600mts

Default Topology, Topology Construction with Coverage,  with Default Topology, Topology Construction with Coverage,  with 
Topology MaintenanceTopology Maintenance

Area:  600 x 600mts
Nodes

100 nodes, distributed uniformly in the area, 1000 mJ of energy constant
A single sink node in the center of the areaA single sink node in the center of the area
Communication radius = 100mts
Sensing radius = 20mts

Protocols
Topology Construction:  A3Cov

Metric: W1=0.5, W2=0.5, Linear combination of the metrics
Topology Maintenance: DGTTRec

Inter-reset period: 1200 time units

Results
Performance stats
Lifetime evaluation
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Deployment GenerationDeployment GenerationDeployment GenerationDeployment Generation

Definition of the metric parameter
Metric weights of W1=0.5 and W2=0.5, and the 
linear combination of them
Inter-reset period of 1200 time units

Define the inter-reset period for the 
topology maintenance protocol, which 
defines how often the maintenance will be 
invoked

Once they have been defined,  click on the 
Create deployment button to create the 
topology
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Protocol SelectionProtocol SelectionProtocol SelectionProtocol Selection

Definition of the protocols
A3Cov, Non Isolated sink, Simple S&D, Simple 
Forwarding

Parameters for StatisticsParameters for Statistics
Stats, and Lifetime evaluation

•Again, click on the Start Atarraya button. DO NOT USE 
THE RUN BUTTON FOR THIS EXPERIMENT!
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Simulation ResultsSimulation ResultsSimulation ResultsSimulation Results
Summarized lifetime results figure
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Simulation ResultsSimulation ResultsSimulation ResultsSimulation Results
Summarized lifetime results figure
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Simulation ResultsSimulation ResultsSimulation ResultsSimulation Results
Lifetime of the Network - Covered Area
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CONCLUSIONSCONCLUSIONS
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ConclusionsConclusionsConclusionsConclusions
Atarraya is a simple tool to simulate topology 

t l t l i i l t kcontrol protocols in wireless sensor networks
Three experiments have been presented in this 
tutorial
◦ Giant Component – Classic test and test for sparse networks

◦ Single Topology – Evaluation of Topology Construction and Topology 
Maintenance protocolsMaintenance protocols

◦ Heterogeneous topologies
◦ Multiple Topologies – Evaluation of the average behavior of a 

topology construction protocoltopology construction protocol

These experiments are the most commonly 
performed in order to test and compare topology 

t l l ithcontrol algorithms
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ConclusionsConclusionsConclusionsConclusions

Some topics where not included in this tutorial
◦ Experiments when multiple sinks (and VNIs) are used

◦ How to design a protocol for Atarraya

◦ How to create new communication and energy 
modelsmodels
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More informationMore informationMore informationMore information
Miguel Labrador

labrador@cse.usf.edu

http://www.cse.usf.edu/~labrador

Pedro WightmanPedro Wightman
pedrow@cse.usf.edu

http://www.cse.usf.edu/~pedrow

Atarraya
http://www.cse.usf.edu/~labrador/Atarraya

Topology ControlTopology Control

http://en.wikipedia.org/wiki/Topology_control
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More InformationMore InformationMore InformationMore Information
Book: "Topology Control in Wireless Sensor 
N k i h i i l i l fNetworks - with a companion simulation tool for 
teaching and research“. Miguel Labrador and 
Pedro Wightman. Springer Science + Business 
Media B.V. 2009. ISBN: 978-1-4020-9584-9.

Paper: Atarraya: A Simulation Tool to Teach and 
Research Topology Control Algorithms for 
Wireless Sensor Networks. Pedro Wightman and g
Miguel A. Labrador. SimuTools 2009. March 2 - 6 
Rome, Italy.
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Thank You!Thank You!
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EXPERIMENTSEXPERIMENTS
PART VPART VPART V PART V ––
ADVANCED SCENARIOSADVANCED SCENARIOS
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Advanced ExperimentsAdvanced ExperimentsAdvanced ExperimentsAdvanced Experiments
Goal:
◦ Learn how to create more complex scenarios

◦ Learn how to run experiments with multiple 
t l itopologies

Experiment V-a
◦ Heterogeneous topologies◦ Heterogeneous topologies

Experiment V-b
◦ Multiple topologies◦ Multiple topologies
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Deployment Generation Deployment Generation ––
Heterogeneous TopologiesHeterogeneous Topologies

Atarraya supports heterogeneous topologies
This topologies are built as a union of smaller 
h dhomogeneous nodes
The set of parameters that describe a each small 
homogeneous family of nodes is called Creationhomogeneous family of nodes is called Creation 
Word
◦ A creation word is required for each set of nodes withA creation word is required for each set of nodes with 

the same characteristics
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Deployment Generation Deployment Generation ––
H T l iH T l iHeterogeneous TopologiesHeterogeneous Topologies

The followings are the parameters that can be defined inThe followings are the parameters that can be defined in 
a creation word
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ExperimentVExperimentV--aaExperiment VExperiment V aa
Deployment Area:  500 x 500mts
Nodes

200 nodes, distributed uniformly in a rectangular area of 300x300, centered 
at (200,200). Each node will have a constant value of 1000 mJ of energy
100 nodes, normally distributed with μ= (250,250), σ=50. Each node will 
have a Poison distributed random value for with lambda = 700mJhave a Poison distributed random value for with lambda = 700mJ
A single sink node in the center of the area
Communication radius = 50mts
Sensing radius = 25mtsg

Protocols
Topology Construction: A3, with metrics W1=0.5 and W2=0.5, and linear 
combination of them
Topology Maintenance: DGTTRec with time period of 1200 time units
Sensing-Data protocol:  Inter-query time of 15 t.u.

Results
S dStats stored
Lifetime results
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Deployment GenerationDeployment GenerationDeployment GenerationDeployment Generation
Deployment area’s size definition
Area 500x500

Definition of first set of nodes
200 nodes, distributed uniformly in an area of

Area = 500x500

200 nodes, distributed uniformly in an area of 
300x300 with center in (200,200), 1000 mJ of 
energy constant

When more than one configuration of nodes 
are deployed each one must be definedare deployed, each one must be defined 
separately.  Include the parameters 
according to the screen

Each creation word must be added to the 
d h d b l kNode Creation List. This is done by clicking 

on the Add button
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Deployment GenerationDeployment GenerationDeployment GenerationDeployment Generation

Definition of second set of nodes
100 nodes, normally distributed 

N((250 250) 50) P i di t ib t dN((250,250),50),  Poison distributed 
energy with lambda = 700mJ
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Deployment GenerationDeployment GenerationDeployment GenerationDeployment Generation
Definition of sink nodes
A single sink node in the center of the area

•When creating a sink node, the checkbox 
Sink? must be selected.  It will change the 
parameters to the default values: 1 sink in 
the center of the deployment areathe center of the deployment area

•By default, every sink is associated with the 
Black VNI, keep this parameter as it is. This 
association can be changed depending on 
th t l i tthe topology requirements

•Energy is not important to define given that  
the sink is assumed to have an infinite 
source of energy

•After defining all the parameters, click on 
the Add button . It will include the definition 
of the sink nodes in the Sink Creation List
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Deployment GenerationDeployment GenerationDeployment GenerationDeployment Generation

Definition of the metric parameter
A3, with metrics W1=0.5 and W2=0.5, and 

linear combination of them

Definition of the topology management 
and sensing data protocols parametersand sensing-data protocols parameters
DGTTRec with inter-reset period of 1200 time units 
and Interquery time of 15 t.u.
The interquery time will dictate how frequently 
the sensor is going to be queried and when a 

ill b t t th i k dmessage will be sent to the sink node

Now click on the Create Deployment Button
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Deployment GenerationDeployment GenerationDeployment GenerationDeployment Generation
Once the Create Deployment button is pressed, we obtain this 
topologytopology
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Protocol SelectionProtocol SelectionProtocol SelectionProtocol Selection

Definition of the protocols
A3, DGTTRec, Simple S&D, Simple Forwarding

Definition of the topology management and sensing-
data protocols parameters

Stats stored, Lifetime results

•Again, click on the Start Atarraya button. DO NOT USE THE 
RUN BUTTON FOR THIS EXPERIMENT!
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Simulation ResultsSimulation ResultsSimulation ResultsSimulation Results
Summarized lifetime results figure

40

45

Si
nk

Active Nodes

0.45

0.5

Si
nk

Comm Area Coverage Sensing Area Coverage

25

30

35

e 
N

od
es

 fr
om

 

0.25

0.3

0.35

0.4

e 
N

od
es

 fr
om

 
10

15

20

m
be

r 
of

 A
ct

iv
e

0.1

0.15

0.2

0.25

m
be

r 
of

 A
ct

iv
e

0

5

0
51

00
10

20
0

15
30

0
20

40
0

25
50

0
30

60
0

35
70

0
40

80
0

45
90

0
51

00
0

56
10

0
61

20
0

66
30

0
71

40
0

76
50

0
81

60
0

86
70

0
91

80
0

96
90

0

N
u m

0

0.05

0
53

00
10

60
0

15
90

0
21

20
0

26
50

0
31

80
0

37
10

0
42

40
0

47
70

0
53

00
0

58
30

0
63

60
0

68
90

0
74

20
0

79
50

0
84

80
0

90
10

0
95

40
0

N
u m

141

Time Units Time Units



Experiment VExperiment V--bb
Area:  600 x 600mts

100 topologies

Nodes
200 nodes, uniformly distributed in the area, 1000 mJ of energy constant

A single sink node in the center of the areag

Communication radius = 80mts

Sensing radius = 48mts

ProtocolsProtocols
Topology Construction: A3Cov, with metrics W1=0.5 and W2=0.5, and linear 
combination of them

Results
Average number of active nodes

Average Sensing Coverage

2 replicates per topology2 replicates per topology
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IntroductionIntroductionIntroductionIntroduction
The process to do an experiment in Atarraya 
with multiple topologies is basically the same as 
with just one topology:

l i◦ Topology Generation
Definitions are the same, but many topologies will be created 
and stores in files, instead of only one

◦ Simulation Execution
The user must select the files to be tested

Si l ti lt◦ Simulation results
There will be no visual representation of the topologies

The results file will include the statistics from all the 
topologies being executed
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Deployment GenerationDeployment GenerationDeployment GenerationDeployment Generation
The definition of the topologies 

k l i hworks exactly in the same way 
as for a single topology
◦ All the topologies to be 

t d ill h thgenerated will have the same 
characteristics

Define the parameters and 
click the Create Batch buttonclick the Create Batch button

•100 topologies
•Check Max. Trials: Atarraya will try to 
generate all topologies; however it may be g p g ; y
possible that the configuration drives to have 
unconnected networks. A maximum number 
of failed trials is allowed. In the case it is 
reached, Atarraya will ask the user if he/she 
wants to continue or not
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Deployment GenerationDeployment GenerationDeployment GenerationDeployment Generation

Definition of the metric parameterDefinition of the metric parameter
A3, with metrics W1=0.5 and W2=0.5, and 

linear combination of them

Now click on the Create Batch button.

145



Protocol Selection and Simulation Protocol Selection and Simulation 
E iE iExecutionExecution

Definition of the 
lprotocol

A3

Definition of the 
results parameters

Stats stored, Summarized 
report, Excel Ready

Selection of the files and 
execution
Batch simulation, 2 replicates per 
experiment p , y

Summarized report will 
store the results of all 

topologies in just one file. 
Individual report will 

create log files per

experiment

•Click on the Select Files button to
select the topology files
•Specify the number of replicates 

create log files per 
topology

per experiments. The result of 
each replicate experiment will be 
stores individually
•Start the batch simulation by 
clicking in the Run! button on the
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clicking in the Run! button, on the 
batch simulation panel. DO NOT 
USE THE START ATARRAYA BUTTON 
FOR THIS KIND OF EXPERIMENT



Simulation ExecutionSimulation ExecutionSimulation ExecutionSimulation Execution

The panel will show you also 
the progress of the 

experiment
Instance reflects the current 

replicate being executed
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Simulation ResultsSimulation ResultsSimulation ResultsSimulation Results
The statics file will contain the results of each single 
execution, including the replicates, g p
Stats from the example (from the stats file)

Notice that each 
file is being 

executed twice!
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Simulation ResultsSimulation ResultsSimulation ResultsSimulation Results

When several scenarios are 
used, results like this one can 
b b i dbe obtained
◦ Each point on the lines is the 

average of multiple topologies 
with the same characteristics
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